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To Timothy 

KERNER: Now we come to the exciting par!. We will watch the bullets 
of light to see which way they go. This is not difficult, the apparatus 
is simple. So we look carefully and we see the bullets one at a lime, 
and some hit the armour plate and bounce back, and some go through 
one slit, and some go through the other slit, and, of course, none go 
through both slits. 

B LA i R: I knew that. 
KERNER: You knew that. Now we come to my favourite bit. The wave 

pattern has disappeared! It has become particle pattern, jusllike with 
real machine-gun bullets. 

BLAIR: Why? 
KERNER: Because we looked. So, we do it again, exactly the same 

except now without looking to see which way the bullets go; and 
the wave pattern comes back. So we try again while looking, and 
we get particle pattern. Every time we don't look we get wave pattern. 
Every time we look to see how we get wave pattern, we get particle 
pattern. The act of observing determines the reality. 

Tom Stoppard, Hapgood 





Preface 

Why have I written this book? Perhaps a more burning question for YOll 

is: Why should you read it? . 
. i' I wrote this book because in August 1987 I made a discovery that 
~ shocked me. If, before this date, you had asked me at what stage in the 

process of emission and subsequent detection of a photon its state of 
polarization is established, I would have answered: At thc moment of 
emission, of coursel Imagine then that two photons emitted in rapid suc­
cession from an excited calcium atom are obliged, by the laws of atomic 
physics, to be emitted in opposite states of circular polarization: one left 
circularly polarized and one right circularly polarized. Surely, they set 
off from the atom towards their respective detectors already in those 
states of circular polarization. Yes? 

Well, ... no. I have since learned that this view-the assumption that 
the physical states of quantum particles like photons are 'real' before they 
are measured - is called (rather disparagingly, I sometimes think) naive 
realism. Now in the J92O$ and 19305, some of the most famous figures 
in twentieth century physics were involved in a big debate about the 
meaning of the new quantum theory and its implications for physical 
reality. In August 1987 I knew a lillIe bit about this debate. But I had 
assumed that it had the status of a philosophical debate, with little or no 

, relevance to practical matters that could be settled in the laboratory. I 
had been trained as a scientist, and although I enjoyed reading about 
philosophy (like I enjoyed listening to musk), I was too busy with more 
important matters to dig deeply into the subject. 

In July and August 1987, I made a short study visit to the University 
of Wisconsin at Madison, where I bought a book (always dangerous) 
from the University bookstore. This was a book published in celebration 
of the centenary of the birth of Niels Bohr. In it were lots' of articles 
about his contribution to physics and his great debate with Einstein 
on the meaning of quantum theory. One of these articles, written by 
N. David Mermin, gave me a tremendous shock. Mermin described the 
results of experiments that had been carried out as recently as 198210 test 
something called Bell's theorem using two-photon 'cascade' emission 
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Preface ix 

from excited calcium atoms. Put simply, Bell's theorem says that my idea. 
of naive realism is in conflict with the predictions of quantum theory 
in a way that can be tested in the laboratory in spedal experiments on 
pairs of quantum particles. These experiments had been done: quantum 
theory had been proved right and naIve realism wrong! There in a 
montage was a pictorial history of the debate about reality and the 
experiments that had been done to test it (reproduced opposite). 

This work struck me as desperately important to my understanding 
of physical reality, something that as a scientist I felt I ought to know 
about. This discovery also made me feel rather embarrassed. Here I was, 
proud of my scientific qualifications and with almost 10 years' experi­
ence in chemical physics research at various prestiflious institutions 
around the world, and I had been going around with a conception of 
physical reality that was completely wrong! Why hadn't somebody told 
me about this before? 

I could not rest until I had sorted all this ouL How can it be that quan­
tum particles are not '':91]' until they are detected? Are alternative inter­
pretation' of quantum theory ·possible? If so, what arc they like? I 
bought lots more books (some very expensive) and spent hours and hours 
trying to understand what was going on. There are many excellently 
wrilleu popular books on Ihis subject that are easy to understand, 
but these left me dissatisfied. These books just told me that there is a 
problem, whereas I needed to know why there is a problem: to know 
what it is aboutlhe mathematics of quantum theory that leads to all these 
difficulties . . , 

The trouble is that many of the most important works pUblished on 
the imerpretatiofl of quantum theory are heavy going and I (with a 
mathematical background I will flatteringly describe as 'poor') made 
heavy wdther of them. Nevertheless, I persevered and managed to arrive 
at something approaching comprehension. I decided to write it all out in 
a book, in such a way that undergraduate students of chemistry and 
physics should be able to comprehend the material without needing to 
spend hours poring over more advanced texts. And this, of course, 
answers the second question: this is why you should read this book. 

Students of physical science are usually introduced to the subject 
matter of quantum theory at an early, sensitive period in their under­
graduate sludies. Sensitive, because their earlier instruction will not have 
taught them the whoie truth about the nature of scientific activity and 
the way in which scientific progress is made. Sensitive also because they 
will not yet have been trained to question what they are told or what they 
read in textbooks. 

Quantum theory is unnerving. Not only is the theory mathematically 
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complex, it is also conceptually challenging. For the first time, students 
arc taught about a theory which they have to accept and which they have 
to learn how to apply, but for which Ihey cannot expect to be told its 
meaning. Many will not realize that their inability to understand the 
theory is due not to a failing on their part, but to the fact that quantum 
theory in its present form is inherently non-understandable. As Richard 
Feynman has said: ' ... I think I can safely say that nobody understands 
quantum mechanics" (my italics). 

Most undergraduate courses on quantum theory never touch on the 
theory's profound conceptual problems. This is because the theory 
brings us right back to some of the cenlral questions of philosophy and, 
as we know, there is no room for philosophy in a modern science degree. 
I find this an absurd situation. It is my opinion, expressed in this book, 
that quantum theory is philosophy. 011, we can dress it up in grand 
phrases littered with jargon-state vector, hermitian operator, Hilbert 
space, projection amplitude, and SO on - we can make it all very 
mechanistic and mathematical and scientific, b\Jt this does not com­
pletely hide the truth. Beneath the formalism must be an interpretation, 
and the interpretation is pure philosophy. 

This is the reason why quantum theory is such a difficult subject. Until 
they reach undergraduate level, students of chemistry and physics are 
brought up on classical science in which there appears 10 be no need for I 

philosophy. They arc consequently ill prepanod 10 come 10 terms with 
quantum theory. And be warned: students are rarely told the whole truth 
about this theory. Instead they are fed the orthodox interpretation either 
by design or default. It is perhaps surprising that for a theory so funda­
mental to our understanding of much of chemistry and physics our 
teachers do not find it necessary to explain that it has many alternative 
interpretations. This is a great pity, Students have a right 10 know the 
truth, even if it is bizarre. 

In this book I have posed five questions which I believe students 
might have expected to be provided with answers. These five questions 
are: 

Why is quantum theory necessary? 
How does it work? 
What does it mean? 
How can it be tested? 
What are the alternatives? 

I have tried to answer these questions, one in each of the book's five 
chapters. While I am no! in a position to tell you what quantum theory 
means, I can tell you why its meaning is so elusive, 

I feynman,. R, p, (1%1). The characfer of physical law. M,LT Press, Cambridge, MA. 
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Thanks go to Mike Pilling, Ian Smith and Brian Elms for their con­
structive comments on early drafts of this book. Spedal thanks go to 
Peter Atkins, not only for the very helpful comments he made on the 
draft manuscript in his role as reviewer for Oxford University Press, 
but also for his excellent textbook Molecular quantum mechanics from 
which much of my knowledge of quantum theory and its applications 
has been derived. This book would oot have been possible without the 
encouragement of my editor at OUP. r will remain eternally grateful for 
having an opportunity to get this lot off my chest.' 

JOHN S. BELL 

It was with great sadness that I learned of the death of the physicist 
John S. Bell during my writing of this book. I had never met Bell, nor 
heard him lecture, but in my reading of his scientific papers I have 
developed a great admiration for him and his work. I have especially 
admired hrs attempts to dismantle the orthodox Copenhagen interpreta­
tion of quantum theory, written with such tremendous style and obvious 
enjoyment. Although in this book I have tried to present a balanced 
account -arguing one way and then another-l hope that I have done 
justice to Bell's superbly constructed criticisms. The debate Over the 
meaning of quantum theory will certainly be poorer without him. 

Reading 
April 1991 J. E. B. 
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1 
How quantum theory was discovered 

. , 

1.1 AN ACT OF DESPERATION 

A scientist in the late nineteenth century could be forgiven for thinking 
that the major elements of physics were built on unshakeable founda­
tions and effectively established for all time. The inspirational work 
of Galileo GaWel and Isaac Newton in the seventeenth century had 
been shaped by a further 200 years of theoretical and, in particular, 
experimental science into a marvellous construction which we now call 
classical physics. This physics appeared to explain almost every aspect of 
the physical world: the dynamics of moving objects, thermodynamics. 
optics, e!cctricity, magnetism, gravitation, etc. So closely did theory 
agree with and explain experimental observations of the everyday world 
that there could be no doubt about its basic correctness - its essential 
'truth'. Admittedly. there were a few remaining problems but these 
seemed to be trivial compared with the fundamentals-a mailer of 
dotting a few is and crossing some Is. 

And yet within 30 years these 'trivial' problems had turned the worl!!_ 
of physics COn:!QleleIY __ l!P_sj!le~.do",,!!._~nd. as we will see, subverted our 
cosy notions of physical reality. When extended to the microscopic world 
of atoms, the foundations of classical physics were shown to be nol 
only shakeable. but built on sand. The emphasis changed. The physics 
o~~ton_ was mechanjstic..l_Q!:'.!£frninistiEL lo~ical !!nd .sertain - there 
-appeared to be little room for any doubt about what it all meant. In con­
trast, the new quantum physics wasJ.Q..be CDara£!J;rj~<,!JU~yjl§jlJ.~­
minism', illogicality a!!!Li!.l)g!l~illn:; about 70 years after its discovery, 
iis-'lieiffiililffemainsfar from clear. 

It is sometimes difficult to understand how this could have happened. 
Why replace logic and certainty with illogic and uncertainty? There must 
have been very good reasons. If we afe to accept what is implied by the 
new quantum physics. we must make the attempt to understand what 
these reasons were. Our guided tour of the meaning of quantum theory 
therefore begins with an examination of these reasons from a historical 
perspective. This is no! intended to be a bland retelling of science history, 
bUI rather a good, hard look at how the early quantum theory developed 
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and, most importamly, how that development was determined by the 
attitudes of the scientists involved: the early quantum theory's drama tis 
personnae. We begin with light. 

Light at tbe turn of Ihe century 

By the end of the nineteenth century, overwhelming evidence had been 
accumulated in support of a wave theory of light. How else is it possible 
10 explain light diffraction and interference? Almost a century earlier, 
Thomas Young demonstrated that the passage of light through two 
narrow, closely spaced holes or slits produces a panem of bright and 
dark fringes (see Fig. 1.1). These '!re readily explained in terms of a wave 
theory in which the peaks and tfo'll~hs of the waves from the two slits 
start OUl in phase. Where a peak of one wave is coincident with a peak 
~~he!",Q:iii;l v~~_~d_;r ii@ r:~i i:!!orceIC:onstrucIrVe-intelTffellce ), 
givin~!.QJ!l>[jgl1t fringe. W~!S.i;l. peak of one. wave. is. coioJ;jd,nt with 
-a trough of the other, the two waves cancel~truclive interference), 
g,vinga-darlCfrTiilfe: U-es"j)iie! lie I ogicofihis-expla nation ,ii-was reJectedi 
oythe·physyc.,--conlmullity at the time Young proposed it. Newton's 
corpuscular theory of light had dominated physics since the seventeenth 
century and had become something of a dogma; arguments against it 
were not readily accepted. 

Perhaps the most conclusive evidence in favour of a wave theory of 
light came in the J 8605 from James Clerk Maxwell's work on electricity 
and magnetism. Following the marvellous experimental work of Michael 
Faraday, Maxwell combined electricity and magnetism in a single 
theory. He proposed the existence of electromagnetic fields whose 

"" Wave!ront 

Fig_ 1,1 light interference In a double-slit apparatus. 
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properties are described by his theory. He made no assumptions about 
how these fields move through space. Nevertheless, the mathematical 
form of Maxwell's ~ql3l'!.!.i.o.lls::-_eil.l)atiQUSlhal{;QtJJlect the sRace and time 
dependencesoLi~e electric_ tind_m1!gl}~ti~£9J!l.J)01l~!.L9J th.e fiel£~­
point-imambiguously tQ a_wJlv~:!jK~.motjon. 

-The equations also indiciite-that the speed R~ the waves should be a 
constant, related to the 6ermittivity and' permeability of free space. 
When MaxweH calculated what this constant speed was predicted to be, 
he found it' 

... so nearly that of light, that it seems we have strong reason to conclude Ihar 
light itself (including radiant heat, and other radiations if any) is an electro· 
magnetic disturbance in the form of waves propagated through the electro­
magnetic field according to electromagnetic laws. 

Fur,thermorc, for one-dimensional plane waves, Maxwell's equations 
do not allow the component of the field in the direction of propagation 
to vary. In other words, plane electromagnetic waves (and hence plane 
polarized light waves) are transverse waves; they osciilate at right angles 
to the direction in which they are moving, as Young had proposed 
about 40 years earlier. An example of such a plane wave is shown in 
Fig. 1.2. 

x 

direction of 
oscillation 

direction of 
propagation 

z 

Fig. 1.2 A plane wave-the wave osciUates at right angles to the direction of 
propagation. 

f Quotation from Hecht, Eugene and Zajac. Alfred (1974). Optics. Addison-Wesley. Reading. 
MA. 
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A few difficulties remained, however. For example, all wave motion 
requires a medium to support it, and the so,called luminiferous ether­
supposedly a very tenuous form of matter - was the favoured medium 
for light waves, But if the existence of the ether was accepted, certain 
physical consequences had to follow, The earth's motion through a 
motionless ether should give rise to a drag effect and hence there should 
be measureable differences in the speed of light depending on the direc· 
tion it is travelling relative to the earth, This idea was put to its most 
stringent test by Alben Michelson and Edward Morley in 1887, They 
found no evidence for a drag effect and hence no evidence for relative 
motion between the eanh and the etheL This is one of the most impor­
tant 'negative' experiments ever performed, and led to the award of the 
1907 Nobel prize in physics to Michelson. 

BUI there was another, seemingly innocuous, phenomenon involving 
light that was causing physicists some problems at thc end of the nine· 
teenth century. This was the problem of black·body radiation, and solv, 
ing it led to the development of quantum theory. 

Black·body radiation and the ultraviolet catastrophe 

When we heat an object to very high temperatures, it absorbs e"ergy and 
emits ligiit,We\~sepiirasess'tichas 'r~dhot' Or 'white liot' to describe I his 
~t:fe£t:-Di\:fere'!!.2b,W:!S·telld (o~~mlt.:m'2!! light in some frequency 
regions than in othe~.LLbJlIe.k ,b'?,dy is onc-'orllil)s,,'rii(,delobjects 

TilvenTRlOylifi'orei1Cal physicists which'aregood approximations orreal 
objectsouf'wfiich'are' theoretically' ea~ier to describe, A black body 
absorbs and erlllisradiatiop, perfei:tly,-f,e:i i-a ocsno! f a~vourany'par' 
"""".-.--.".-~.-."."." ... '--'".~";"---'--' " '---,,, ""'''-"--~'--- "'-'-' 
llcular range of radIatIOn frequenCIes over another. Thus, the mtensity 
of ra'cfiiiiionemiitedisdirectlyrelaieirto1Jie ill!12@Toreneigy in the 
body when it IS in the~l!1alequHibril.![I1·.\\!jl!Lil:lJiurrQt;rldrng§, 

The theory of blacK·body radiation has a fascinating history, not only 
because it encompasses the discovery of qua!1!um theory but also because 
its development is so typical of the frequently tortuous paths scientists 
follow to sometimes new and unexpected destinations, Th~re!ical 
physicists realized thllt I fJey coulc,l.deyeloj1 Ll.tnc9ry of bla~k.:!?2<;!Y, L'!fli~: 
!i()fl.PI studying the pr.Ql?~ni.~>oJx~.d.i.a.\Lon trapped i.nsid.e 11 c,!vi!,¥, Ihis. 
is simply a box with perfectly insulating walls which can be heated and 
WTilch is punctured with a EP-,'JIRil'!i<51iu!iroygh wh!£,(LIiiaiatlQn..c:rll1 

,mler ana lea,i'e.Th'e-raiiJation observed through the pinhole when the 
cav1lYlslii'therrna:lequiiibritlm~,s-ihe;;equl;;aleril' to that of ~rrect 

"black body·:-·--_·.,h_--'-_P' .... , 'P" .... , .. - ,-, .... '- " 

. Ilt".th~ore~id~~ devised models ~r~ll<:k,~odYJildi1\I!Onp".sscl.Qn 
~i1>!ations or ,osClllalt()ns .£fJhe eleClrO(l)",gnetic field trappellJI1.side a 
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racliatiQn cavity. These vibrations were assumeclto tJc caused b~ the 
interactionbetweenthe electromagnetic field and a set of oscillatorSOf 
a largely unspecTtl~-':Ln,uure.:We ·would now identify -these'oscillators as 
the constitlleni-atoms of the materlarrromwmcnthe cavity is mad~~ . . _ '--"'"-"~' .. " .. ",.---.. ~.-~-- .. , .. ,_._--.------,.--- .. 
Energy is released from excit~~atQm§i!1.tJ:\efor!IL()[Jigl1j_Ll!!JrJ!.!llQkh 
. visible and infrared,del'endin& on the !!!,!!p'cra!tl!e},. alld_t~~:,i!y ..:.ven· 
luaUy achieves an equilibrium - a dynamic balance between energy 
absorption and emission. However, reme~berthat"ii·-ifle-Iaiternarf of 

. tM hineteenU,centurythere was still much uncertainty about the reality 
of atoms and molecules and J. J. Thomson's experiments confirming the 
existence of electrons were not performed until 1897. 

It was imagined that as the external temperature of a cavity is 
increased, so the distribution of the frequencies of the oscillators shifts 
to higher ranges. This in turn causes vibrations in the electromagnetic 
field of higher and higher frequency, with II certain oscillator frequency 
giving rise to the same frequency of vibration in the field. These vibra· 
tions were visualized as standing waves: waves which 'fit' exactly in the 
space between the walls of the cavity and which were reinforced by con­
structive interference. 

Early experimental stuqies established that the emissivity of II black 
body=ameasure of its emissive power - is II fl!l1£tlon of fr.eguenc¥ancr­
J.<;.rnRera·t\!!:.ti:IrlourdiscuSsIOnjler!"·w"'Y.illmake .. 1}jle of a properly ealJ.e.Q 
the spectral (orradiiiilon) c;lensity, p(v, n,~.hich.i~.lheu:l.ensfi.y'·of.radia. 
lion energy per unit volume per unit([~qu.eD~yj)1Jerv.!Lg~_!lt i!J~mpJ:ra: 
ture T. In 1860, Gustav Kirchhoft'challenged the scientific community 
to dIscover the functional form of the dependence of p (p, T) on fre­
quency and temperature. Towards the end of the nineteenth century, 
breakthrOlrghs in the experimental study of, in particular, infrared radia­
tion emitted from a radiation cavity allowed the models developed by the 
theoreticians to be tested stringently. 

Models based on the general principles described above had been pro: 
pose~l!!!()\>V~~d.Ji"il!.,Z:U.n.hualclJll!.!ed lQIg;;;n~~es_Qf vand 
r.These expressi~ns. y,!~[~..r!Lod~t~ucc~ful,_but tended to fail~L 
tlie-extre·mei;offrequcncy. For example, in 1896, Wilhelm Wien used a 
simple' rriodel(iirid mactesom-i·unjustifled ·assun:t.pt[{;~jo deri;~ t~e 
e;(im,s·siOh·- --- .-.- -_ ...... _ .... ---.... -- ~ 

p(v, T) = av'e-s,n-. (1.1) 
. ,-"_ .... _----* .. - -- -- . .----

when: .",anllpJlre.£gnstants. This s!,'emefllgjJe..JLuite acc~ble, and 
was §l.\Ppprted by the experiments of Freidrich Paschen ill 1897. HoW:: 
sver, new experimenta(r~suits~ 9.b.t!iillegl;>y.Qfto Lummer· aiiaErilst 
Pringsheim reported in 1900'showed that Wien's-(offfiU1ii'faileaip ilie 
low frequency infrared region': .. 
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In June 1900 Lord R<l~lei!lh published details of a theoretical model 
based oothe 'modes of etherial vibration' in a radiation cavity. Each 
mode possessed a specific frequency, and could take up and give out 
energy continuously. Rayleigh assumed a classical equipartition (or 
distribution) of energy over these modes. Such a distribution requires 
that, at equilibrfum, each mode of vibration should possess an energy of 
kT, where k is Boltzmann's constant. Rayleigh duly arrived at the result 
p (p, T) c< v'T. I.rl MaY..J~,JLe..oblaiJl~i'!.[l!,xpre.ssion fRr the cO.mtant 
of proportionality, but made an errorin h.is calculation which was put 
"r~"-'-'~ .,,, ... - .. __ .- " ... '"-".~,."- •• "."." -. 

ngig bjJ~mes Jeans the fol!owing!ll!Y and the result, known as the 
Rayleigh-Jeans law, can be written: . 

87f ;112 

p(p, T) =-,~kT. 
_______ '"' ____ ~ .. _.~. _c " ( 1.2) 

This ex~si,;m.y!as..quile.stIcces.sfIJI at low freguencies.,. ",h~£e_Wien's 
law larrea, but it is obviously also ridiculous, It implies that the spectral 
density shouid'lncrea'se in proportion to v' without limit aU,d so. the 
tOlaI energy emitted, which is given by the integral of p(p, T) wiih 
respect to v, should be infinite. Because the theory predicts an accurrlula· 
tlon of energy at high radiation frequencies. in g}; j th;:.; /HlStflnn 
pnysiciit-p-aUfEhn!nfesi calrecri1iis problem nie 'Rayregh:J';ilnscataS:' 
trophe in the uftr1:lViolei', now commonly known as the altravioiet 
£atq,'llr.ciJ)~. .' . 

Between 1900 and 1905 the German physicist Max Planck had arrived 
at a very successful radiation formula, described below. However, 
many physicists had regarded Planck's formula as providing merely an 
empirical 'fit' to the experimental data, and to be without theoretical 
justification. The ultraviolet catastrophe caused them to look more 
closely at Planck's result. 

Planck's radiation formula 

It has been suggested that Planck discovered his radiation formula on the 
evening of 7 October 1900. He had been paid a visit at his home in Berlin 
by the physicist Heinrich Reubens, who told him of some new experi, 
mental results he had obtained with his colleague Ferdinand Kurlbaum, 
They had studied black-body radiation even further into the infrared 

, than Lummer and Pringsheim and had found that p(Y, T) becomes pro­
! portiona! to Tat low frequencies (as required by the Rayleigh-Jeans law, 
\ although at the time Planck was no! aware of Rayleigh's June 1900 
, paper). By combining this information with Wien's earller expression, 
I Planck deduced an expression which fitted all the available experimental 
,data. He obtained . 
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p (v, T) 
8:n' hv 

= ~ eh•fH _ I' (l.3) 

, This expression reproduces Wi en's formula for high frequencies 
(hvl kT» 1), and at low frequencies (hp! kT« I) it reproduces the 
Rayleigh-Jeans law, The constant h (Planck's constant) is related to 
Wien's C/, and Wien's {3 = h!k, 

Planck proposed his radiation formula at a meeting of the German 
Physical Society on 19 October 1900. The next day, Reubens compared 
his experimental results with Planck's formula and found the agreement 
to be 'completely satisfactory', 

Having obtained his formula, Planck was concerned to discover its 
physical basis. After all, he had arrived at his resuit somewhat empir­
ically and was keen to derive the formula using more rigorous methods. 
He chose to approach the problem through thermodynamics. Using 
basic thermodynamics, he derived an expression for the entropy S of 
an osclllator in terms of its internal energy U and its frequency of 
oscillatio'1: 

r ( U" r U" U UJ 
'7 S = k l I + hpj In II + hPJ - hv In hp . (1.4) 

The interested reader may find an explanation of Planck's derivation in 
Appendix A. 

Equation (1.4) is an expression for the entropy of an oscillator that 
is consistent with Planck's radiation formula and therefore consistent 
with experiment. Thus, the physical basis of the radiation formula 
would be established if a second, theoretical, expression for S could be 
derived more directly from the intrinsic properties of the oscillators 
themselves, 

At the time that Planck was struggling to find an alternative deriva­
tion, the Austrian physicist Ludwig Boltzmann had long advocated a 
new approach to the calculation of thermodynamic quantities using 
statistics. Planck did not like Boltzmann's statistical approach at all, 
but he was forced to use it. As he later explained in a letter to Robert 
Williams Wood:' 

.. ,what! did can be (kscribed a$Simply an act of desperation. , , A theoretical 
interpretation [of the radiation formula] ... had to be found at any cost, no 
matter how high. 

t Planck, Max, letler to Wood, Rober! Williams, 7 October 193L 
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Boltzmann's statistical approach 

Ludwig Boltzmann was an adherent of the strictly mechanical approach 
to interpreting and understanding physical phenomena, a viewpoint 
which we will discuss in a little more detail in Chapter 3, In 1877, he 
developed his own entirely mechanical interpretation of the second law 
of thermodynamics, Entropy, he argued, is simfll1 a measure of the 
,pr~babjlity of fil'ldiI1&.~i:n~';.!.laukaLs.Y~m£Q..m.1'.o~edgTdTscrete atoms 
or molecules in a particular state, The second law iSlherefO're-a generiil _._......---- .~. ~~. . ___ ._ -----'c. ~ "_~._"" .. ,_,,~ ____ ,~ __ ~. __ ... __ .......... _. 
statement that a system with a low probabllity (low entropy) will evolve 
in tlm';i~to;~t~t~~f high~~ p;<?babiiitY,(hjghfferr\i.QPYn:l1~ e<turrrt',: 
riurn state of a system is the one of highest prob~_bHill',.L~!.!!:.mosl 
likely sJ."tc_, 

In applying Boltzmann's ideas to the theory of black-body radiation, 
Planck had to assume that the total energy could be split up into a collee­
f,o]foI]jjCiTsiii1giiTshabl,,-l)ulTnde'penaeni'eleiiieriis (or 'packets'). eich 
WIth an energy c, which were then statistically disiributed over a large 
numbefofdlstingiiishable oscillators, Planck may have had more ihari 
liaTraneyeC;~'il;e-;:~;;J!lhai'hewas"aiming for, because in making the 
energy elements indistinguishable he was following a very different path 
from Boltzmann, In his excellent biography of Albert Einstein, Subtle is 
the Lord, Abraham Pais wrote that' 'From the point of view of physics 
in 1900 the logic of Planck's electromagnetic and thermodynamic steps 
was impeccable, but his statistical step was wild.' 

In 1911, Paul Ehrenfest demonstrated that Planck's statistical 
approach implied the existence of 'particles' of energy unlike any that 
had ever been invoked before, As we will see, Ehrenfest was right to be 
suspicious - Planck's particles of energy were not like just any other par­
ticles, Apart from this aspect of Planck's derivation, the remainder relied 
Oil standard methods of statistical thermodynamics, For those readers 
interested in following Planck's reasoning, his derivation is given in 
Appendix A, We proceed here directly to his result: 

;>S = k [ [I + ~J In [I + ~J -~ In ~l (1.5) 

By comparing eqns (l A) and (1.5), Planck was led to the unavoidable 
conclusion that the finite energy elements t had the form 

t = hv, (1.6) 

The world of physics would never be the same again, 

1 Pais. Abraham (1982). Sub!!e is (he Lord: the science and {he life of Alber; Einstein Oxford 
University Press. 
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Pla.n5~ was a ve'}'~reluct,tnt scien!i!ic revolutiol19iX. _AJ!hou~~ 
radi!ltioJL.lormu~~,:,!d . be d~i,,~d»om".~!}rs! principles' using 
Boltzmann's statistical apPtilil\:h~..he .. did -not . .reaIl}r.JiEJlic iil!:l! Jhif 
eiierg-yc:O~!d:~~~i~ke:'!.~i§r_gj~~~ . .o}~t b)l}he..g~iIlat~lrS only in discrS~ 
elerrients (which he later called guanta). Newtonian physics said that 

. J;~r~;: .. ,:,:.a.S.~~.?~li!lll.~usix.~y'arj~E. aq.dje(~h!:i~~li~!tciiLapproach 
see~eci_to .. s.!'jII"''§lJh~at ene;:g):. rollS! be 'QJ.Hm!J~ed'.", 

Although Planck eventually became an adherent of Boltzmann's 
statistical theory he believed for some time that his 'solution' to the 
problem of black~body radiation held no deeper meaning, other than 
that of giving the correct result. 

Quanta 

Planck was not the only One to have mixed feelings about his interpre. 
tation of the radiation formula; most of the physics community was 
sceptical. While most physicists acknowledged the fact that Planck's 

• 
radiation formula gave the correct result, some found it hard to believe 
that energy could be quantized. A few physicists initially believed that 
Planck's interpretation was so monstrous that the radiation formula 
itself (and hence also the experimental results) must be wrong. 

tlowevet, .... thc§c"g.s oL!h~_.quanturn .. reyQJutiQJL ha.d .. be.cn.sQ}¥l), 
planck's work was studied carefullx by a 'technical expert, third class' in 
"the Swiss Patent Office in Bcrn. His name was Albert Einstein. In 1905, 
Einstein e"pressed reservations about Planck's derivation, pointing out 
that Planet< had been inconsistent in first assuming energy to be ·con· 
tinuously variable and then assuming exactly the opposite when compar­
ing eqn (UI) with eqn (1.5) by setting e = hv. 

But, unlike most other physicists, Einstein was prepared to accept the 
reality of quanta. His genius was to accept the 'impossible' and use it to 
explain olher puzzling phenomena. making predictions that could be 
tested experimentally. In a paper published in 1905. Einstein introduced 
his light.quantum hypothesis:' 

MOEocl1t:9.mat1c ra.diation . -'-' behaves .... " .~illu:Jlns~ls o.!J1lulually.lndJ:p.l:1li) 
denl energy quanta of magnitude [hvj. . 

He went even further, suggesting that t 

If .. . monochromatic radiation ... behaves as a discrete medium consisting 
o<energy qiiiiliilor magnitud.'Thv J:·th~s suggests an inquiry asio ·~h·';ii;er 
," .' ,, __ •• __ ~ .. ___ ._ . - - __ - "'_m _ _ ~_'_~'---:"'.' ___ .~ __ • __ . ___ ._~. __ ~ ___ ,.,. ______ _ 

t Einstein. A. (1905). Annalen tier Physik. 17. 132. 
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in other words. Einstein was prepared not only to embrace the idea of 
light quanta (which were called photons by G. N. Lewis in 1926), bul also 
to look at its implications. 

Nearly 90 years later, it is difficult to imagine just how revolutionary 
Einstein's ideas were. They were not readily accepted by most physicists 
at the time, but the ultraviolet catastrophe, and other problems which we 
will mention briefly in the next section, eventually convinced them of the 
need for Ihe quantum hypothesis. 

1.2 GATHERING THE EVlDENCE 
/4&;;Jt""/J I/lf';; 1\."/ P";,;p'c ,/-,:."r ~r('A) 'r'.;0~' ,(,.-, ; ... -~ 'j":" ~:_:" /".' '-",<,,-,.",,1 

Science is a democratic activity. It is rare for a new theory to be adopted 
by the scientific community overnight. Rather, scientists need a good 
dea! of persuading before they wIll invest belief in a new thcory; 
especially if it provides an interpretation that runs counter to their intui­
tion, built up after a long acquaintance with the old way of looking at 
things. This process of persuasion must be backed up by hard experi­
mental evidence, preferably from new experiments designed to te,t the 
predictions of the new theory. Only when a large cross-section of I he I 
scientific community believes in tbe new theory is it accepted as 'true'. 

So it was with quantum theory. Although Einstein proposed his light­
quantum hypothesis in 1905, it took about 20 years of liard work by 
both theoreticians and experimentalists before it was widely accepted. 
The resistance of many physicists to these new ideas is understandable: 
quantum theory was like nothing they had ever seen before. 

The photoelectric effect 

The theory scored some notable eady successes, largely through Eins­
tein's inspired efforts. In 1905, Einstein used his light-quantum hypoth­
esis to explain the photoelectric effect. This was another effect that had 
becn puzzling physicists for some time. 11 was known that shining light 
on metal surfaC<''-f~P\llQ.Je.ad_l2 lhe _.!'jec!jQn~ oC~c.trons·frorii"i}iese 
surfaces. How;;er, COl}tnUY to the expectations of c1asskajphyslcS, the 
Tinelic"ell·erg[es"Qriheemin~d.elecJn)ns sho~ no dependence on the 

"lntensity ofthe--;:adiation,jJJlJ jnSt..,agyarywhlithe radia,tion frequency:­
'this IS st',angebecausethe energy containedTn a claSSIcal wave deperiils 
on Its a~en"'co:'e""it;;:s';"i-::nTei1slty),noiii;fre-quenc-y. --- _ .. 

"-':"_~~_Q~PEoblerriDy_s!!gg~iligI~aialight·~iiuan.!.ll..m inci-. 
denl on Ihe surface transfers all of its ene,-gyto." singl_e~.J"ctron. That. 
~- "~---- ~.".-.- , ~- .. -- .. ~---. -, 
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electron is ejectedwith a kiEetic energy equal to the energy of the light­
quantuiTIlessan (lrn()um_ e)(pe,!~edl)yescaping to the surface and which 

.-., .. ~ ",-- .-. '" ~--.~-~---~""---.--~-.-~-

is therefore characteristic of the metal ('U?LQQeQy_ngJlli:JcE91"J! as the 
work flindlo-fir···· - --------------.-.-
--ro:c-orai"ii-g-to -PI~nck, the energy of the light-quantum is given by 
£ ;n;;;- arid SO The-RiiJeiic energ:Vof tneeJec[ed-electron- is expected' 
to increase' with increasing frequency. lncreasfngTIi'eTriienslt'y of !fle 
radiation increases the number ofligni quanta -incidenC cHine-surrace;­
increasing the number, bllt not the kinetic energies, of eJeciedelec':-­
trons. Einstein's theory was very simple, and yet'iimade 'anurriberoT­
important, -iestabrepredidions. These -wer"1n:6iifii'mecfTn-aseries of 
experiments performed ab6ut 10 Jiears latei:,Eiristeifl's"w'iidt on-ifie 
photoelectric effect won him the 19ii Nobel prize for physics: -" 

Bohr's theory of the alom 

In June 1912, the Danish physicist Niels Bohr wrote to his brother 
Harald, telling him that he believed he had 'found out a little' about 
atoms thaI might represent 'perhaps a little bit of reality', Bohr was work­
ing in Manchester with Ernest Rutherford on the problems of atomic 
structure, Rutherford had earlier demonstrated experimentally that 
atoms comist of a massive, positively charged nucleus surrounded by 
much less massive electrons. Bohr became convinced that the origin of 
the chemical properties of an element was to be found in the properties 
of the electron system surrounding its nucleus. 

At the e'nd of 1912, Bohr came across J. W. Nicholson's quantum 
model of the atom and, like Nicholson, he became concerned to find an 
explanation for why atoms, particularly the hydrogen atom, absorbed 
and emitted radiation only at certain discrete, well defined frequencies. 
In 1885, Balmer had measured one series of hydrogen emission lines and 
found them to follow a relationship which became known as the Balmer 
formula: (,:._- ~ !1vJ~,,-,·~«Ji 

T l 

Vn=R{; -~,}n=3'4,5, .. , (L7) 

where "n is the frequency of the emitted radiation and R became known 
as the Rydberg constant, It was the involvemcm of tlle integer numbers 
n that gave Bohr a clue to the explanation of Balmer's formula. 

Bohr developed a theory of the atom in which the electrons move I 
around the nucleus in fixed, stable orbits much like the planets orbit the I 
sun. In~ of ,,!liSsieal Pl:ysic~!~_IL~!110deli~Ll1lI2QssiQ!e. A charged I 
particle moving in an electrostatic field radiates energy, An orbiting elec-' 
tron would therefore be expected 10 lose energy continuously, eventually 
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spiralling into the nucleus. Nevertheless, Bohrllostulated that, despite 
t h~l'jl!.l'.uLtru:.Qnsj~!e!1n>_.';>(j}erirrlent reve'! I ,d _t he .exjs.te.n~e .. of-Slab Ii 
electron orbits .. ...:.:.::;;:: ... ----... 

By fusing this >impossible' classical mechani~alJ2i.clun'.-Wi11LNam:k's 
quantum iljeofYJ.llQhiwai-iill[,,-ro argue that only certain orbits are 
'ailo;';ed~:'a~d~n electron moving from an outer, higher-energy orbit to 
a lower-energy orbit causes the release of energy as emitted radiation. 
Because the orbits are fixed, so are the energy gaps between them and 
hence atomic emission can be observed only at those radiation frequen. 
cies corresponding to the energy gaps. However, now Bohr faced an even 
bigger problem than he had set out to solve. Even in Planck's radiation 
theory, Ihe frequency of radiation released from an atomic oscillator is 
dependent on the mechanical frequency of the electron producing iL 
Bohr had to propose that this is no longer acceptable: the radiation 
frequency must differ from the frequency of the oscillator. 

. Bohr published his theory of the atom in 1913 in a series of papers. 
'Try to imagine the state of physics at the time, with physicists still 
uncertain about Planck's interpretation of his radiation law, with few 
caring overmuch for Einstein's light·quantum hypothesis and a great 
deal of confusion around, and you will get some idea of Bohr's breath· 
taking vision. 

In the firs! of three papers setting out his new theory, Bohr adopted 
a model for the hydrogen atom based on an electron forced to move in 
a stable elliptical orbit around a singly positively charged nucleus. From 
this model, he obtained an expression for the mechanical angular fre· 
quency of the electron moving in such an orbit. Bohr then used this result 
to determine the amount of energy emit!ed by the atom when the electron 
is brought into one of the stable orbits from a great distance away from 
the nucleus. He obtained (in modern notation): 

(1.8) 

E, is the energy associated with the formation of the stable orbit char­
acterized by the integer number n (later to become known as the quantum 
number); m, is the mass of the electron, e is the electron charge and to 
is the vacuum permittivity. E. is negative since it represents a stale of • 
lower energy compared with the completely separated stationary electron 
and nucleus defined as the arbitrary energy zero. 

The energy emitted by the atom as an electron falls from a high energy 
orbit (characterized by the quantum number n,) to a lower energy orbit 
(quantum number n 1 ) is therefore given by: 

m,e' { II} 
E,,~ - Elf! =.: 8h 2 1 - --, . 

Co l1t n 2 

(1.9) 
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Bohr then supposed that this energy is released as radiation with fre­
quency !it j~e. 

( 1.10) 

and hence 

(1.11) 

Thus, Balmer's formula isjust a special case of a more general expression 
with n, = 2 and n, = 3, 4, 5, etc and the Rydberg constant is a collec­
tion of fundamental physical constants. Bohr noted that n, = 3 gives 
the Paschen series, and that n, = I and n, = 4 and 5 predicted further 
series in the ultraviolet and infrared that, at that time, had not been 
observed. 

A further series of emission lines known as the Pickering series was 
though! by experimental spectroscopists also to belong to the hydrogen 
atom. However, at the time, the Pickering series was characterized by 
half-integer quantum numbers which are not possible in Bohr's theory. 
Instead, Bohr proposed that the formula be rewritten ill terms of integer 
numbers, suggesting that the Pickering series belongs not to hydrogen 
atoms but to ionized helium atoms. An awkward mismatch between 
calculated and observed emission frequencies was later resolved by Bohr 
when he realized that he had neglected the effect of the motion of the 
heavy helium nucleus on the stable electron orbits of ionized helium. 
This correction gave a Rydberg constant for ionized helium some 
4.00163 times greater than that for hydrogen (not 4 times greater, as 
Bohr had originally proposed). The experimentalists found this ratio to 
be 4.0016. ,When he heard about this result, Einstein' described Bohr's 
theory as 'an enormous achievement'. 

In arriving at eqn (/.8), Bohr had had to assume that the kinetic energy 
of an electron movmg In-an i:;ITfptlcruorbil around tliei1ilillus Hi equal 
~~ergi.Bohr-tiTeuTojustlrY!lillm:tml argufl'Iemr' 
oased on the properties of an atomic oscillator of the type Planck had 
used in his derivation of tile radiation law. However, he later abandoned 
this argument in favour of one originally developed by Nicholson: this 
relationship follows from the fact that the orbital angular momentum of 
an electron moving around the nucleus in a circular orbit is a fixed quan­
tity with a value of h!21r. 

Bohr's idea of stable electron orbits had a further consequence.~ 
lions belween the orbits had to occur in jnstanta~o~ 'jumps', because. 
fl'theelecifofigrauualIYmoves from one orbit to another, it would again 

--bLeXpeGted:lQraillilte "-!lera¥:" £Qntlnuo'1Siy"during lheprocess:"Ti11s­
is certainly not what is observed when'"a:inrrotn-ab1rorbs-ltgl1f. Thus; 

•• •••• ~ __ h ___ ·_~ _.. _._ , ••• _.~ ___ • ___ .~~. _____ ~ 
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transitions betwec!1 inherenIllc~~1l.-classicaJ stab!<;.~bitLmust them­
seIVes mvolve non-c1~al g_isSQrrtj'lu21:'.~9.u_an~um jumps'. Bohr wrote 
~thatj 'theoynamlcaJ equilibrium of the systems in the [stable orbits] 
is governed by the ordinary laws of mechanics, while these laws do 
not hold for the passing of the systems between the different [stable 
orbits].' Perhaps surprisingly, at this stage Bohr did not believe in light 
quanta. 

Spontaneous emission 

It is worthwhile noting that, from almost the very beginning, Einstein 
viewed the quantum interpretation as provisional, to be eventually 
replaced by a new, more complete theory that would explain quantum 
phenomena somewhat more rigorously. Einstein's attitude towards the 
new quantum physics, and his celebrated debate with Niels Bohr on the 
meaning of the theory, are discussed in detail in Chapter 3. 

In ]916 and 1917, Einstein published his work on the spontaneous and 
stimulated emission of radiation by molecules (and incidentally laid the 
foundations of the theory of the laser). Einstein noted that the timing of 
a spontaneous transition, and the dircciTo-;o'r lhe corisequeniiy~ emlited 
llghf:quantum,could, npIJ)J;~pr~dT~tca·:li.slii.&'Ifj:railrun~TntiiIS 
sense~~spon!aneouse!l1ission is like radioactive decaY.-Thctheory allows { 

-"""~----'--~ 
the calcuI!tion 5!Dll'UllflhabiJif21brJa spom~s_!,,:msition will take 
prace;bl,t leaves the exact detalls entirely to chance. (We will look nto 
------~'------------~.~--- --
this in more detail in Chapter 2.) Einstein was not at all comfortable with 
this idea. Three years laler he wrote to Max Born On the subject of the 
absorption and emission of light, noting that he 'would be very unhappy 
to renounce complete causality'.' After pioneering quantum theory 
througb one of its most testing early periods, Einstein was beginning to 
have doubts about the theory's implications. These doubts were to turn 
Einstein into one of the theory's most determined critics. 

We are today so used to the notion of a spontaneous transition that 
it is, perhaps, difficult to see what Einstein gOl so upset about. LeI me 
propose the following (very imperfect) analogy. Suppose 1 lift an apple 
three metres off the ground and let go, This represents an unstable situa­
tion with respect to the state of the apple lying on the ground, and so 
I expect the force of gravity to act immediately on the apple, causing 
it to fall. Now imagine that the appJe behaves like an excited electron 

t Bohr, N. (913). Philosophical Magazine. Reproduced in French, />". P. and Kennedy, 
P.l. {cds.) (985), Niels Bohr: a cenlertory lio{umii'. Harvard UniverSity Press. Cambrldge, 
MA, 
1 Einstein. Al.bert, feller to Bom, Max. 27 January 1920. 
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in an atom. Instead of falling back as soon as the 'exciting' force is 
removed, the apple hovers above the ground, falling at some unpredic-

, table moment that I can calculate only in terms of a probability. Thus, 
there may be a high probability that the apple will fall within a very shor! 
time, but there may also be a distinct, small probability that the apple 
will just hover above the ground for several days! 

We must bea little careful in OUf discussion of causality. An excited 
electron will fall to a more stable state; it is caused to do so by the quan­
tum mechanics of the electromagnetic field. However, the exact moment 
of the transition appears to be left to chance. In quantum theory, the 
direct link between cause and effecl appears to be severed. 

The Compton effect 

By 1909, Einstein imagined radiation to be composed of 'pointlike 
quanta with energy hv', a clear reference to a particle description. How~ 
ever, one unambiguous way of demonstrating that something hasa 
particle rfafUreiStotry 10 hfi-sometilingelse.iithlt.TIi.~li[st 'sometliThg­
else' was an e!ec!ron.Trl12t!:'.Ai:thuIj:illn12I<:m . .lmd.£.eteLI)~1iOtb ' 
us~djimQie cOl1se!:"'!II2.;:' pf m9mentllm ar~ume.nts to show that 'bounc­
ing' ligI1Jqll,,!nt"~Q.ff,,.el,ectrons ,shQuld..>;hliIlgj:.Jh".frequenclesOfTt1e 
quanta by readil¥51tl~J!IaQ!S:..1!m.Qunts. Compton comparea1iis prealc~­
fio'i!withexperlment, and concIude"d" that a light-quantum has a directed 
momentum, like a small projectile. The theory of light had come full 
circle; more than 200 years after Newton, light was once again thought 
to consist of particles. 

But this was not a return to Newton's corpuscular theory. Experiments I 
demonstrating the unambiguously wave-like properties Of light, and , 

.. • • I 

their interretation by Young in terms of waves, were not invalidated by I 
the Compton effect. Likewise, the electromagnetic theory created by the I 
work of Faraday and Maxwell was not torn down. Instead, physicists 
had to confront the difficult task of somehow fusing together the wave- I 
like and particle-like aspects of light in a single, coherent theory. That 
~~~I~~Erope~'S...of t 
lIght quanta. _ .. ----

1.3 WAVE-PARTICLE DUALITY 

Einstein's special theory of relativity 

Einstein introduced his special theory of relativity in 1905. He had 
struggled, and failed, to find a way of accomodating two general 
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observations - the absence of an ether and an apparently universal speed 
of light, independent of the relative motion of the source- in any kind 
of Newtonian interpretation of space and time. Instead, he decided to 
accept these observations at face value and developed a new theory from 
the bare minimum of assumptions (or postulates) in which they would 
automatically result. He found that he needed only two. 

He postulated that the laws of physics should be completely objective, 
i.e. they should be identical for all observers. In particular, they should 
not depend in any way on how an observer is moving relative to an 
observed object. In practical terms, this means that the laws of physics 
should appear 10 be identical in any so-called inertial frame of reference 
and so all such frames of reference are equivalent. An observer station­
ary in one frame of reference should be able to draw the same conclu­
sions from some set of physical measurements as another observer 
moving relative to the first (or stationary in his own moving frame of 
reference). Einstein also postulated that the speed of light should be 
regarded as a universal constant, representing an ultimate speed which 
cannot be exceeded. (The fact that this speed happens to be that of light 
is irrelevant -light happens to travel at the ultimate speed.) 

Unfortunately, we have no time in this book to examine the bizarre 
consequences of the special theory of relativity. Out went any idea of 
an absolute frame of reference (and hence the idea of a stationary I 
ether), together with absolute space, time and simultaneity. In came 
all sorts of strange effects predicted for moving objects and docks 
within a new four-dimensional space-time, all later confirmed by experi­
ment. However, it is worthwhile noting that although the predictions of 
special relativity are rather strange, the theory is really one of dassical 
physics. 

For our present purposes, all we need at this stage is to note that for 
the kinetic energy of a freely moving panicle, the demands of special 
relativity are met by the equation 

(1.12) 

wherep is the linear momentum of the particle, mo is its rest mass, and 
c is the speed of light. A particle moving with velocity v has an inenial 
mass m given by the equation 

(1.l3) 

Thus, as v approaches c, the inertial mass m (a measure of the particle's 
resistance to acceleration) tends 10 infinity and it becomes increasingly 
difficult to accelerate the particle funher. Equation (1.13) demonstrates 
the role of c as an ultimate speed. 
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A photon (with energy e) moves at the speed of light and is thought 
to have zero rest mass, Thus, eqn (I .12) reduces to: 

c =pc. (1.14) 

where we have taken the positive root (more generally, e = I pie). 

De Broglie's hypothesis 

In 1923, the French physicist Louis de Broglie combined the results of 
Einstein's special theory of relativity and Planck's quantum theory to 
produce a new, 'tentative' theory of light quanta, Although he supposed 
that a light-quantum possesses a small rest mass, Wecan ob,tam_"isresult 
i!mPlyoTcombfningeqns(1.6) ana-1U4}: . . --- . ---

e = hv = pc, (US) 

Since v = ciA, where A is the wavelength of the light-quantum, eqn (I. 15) 
can be rearranged to give an expression for A in terms of p: 

This is the de BrogJie relation. 

h 
A = -. 

p 
(1.16) 

De Broglie went further. He suggested that this relation should hold 
for any moving particle with linear momentum p, and that moving 
particles s~ould therefore exhibit corresponding wave-like properties 
characterized by a wavelength. In particular, he suggested that a beam 
of electrons could be diffracted. 

That thi.s wave nature of particles is not apparent in macroscopic 
objects, like high velocity bullets, is due to the very small size of Planck's 
constant h. If Planck's constant were very much larger, the macroscopic 
world would be an even more peculiar place that it is (the physicist 
George Gamow has speculated on what it might be like to play quantum 
billiards). However, because Planck's constant is so small, the dual 
wave-particle nature of matter is apparent only in the microscopic world 
of the fundamental particles, Of course, if Planck's constan were zero, 
there woul2 b".!!SlAuality, the_"!otlq.i".2H-- entlrelx":sIa~~ki!L~d I • 
wouldn'tbe writing this book! -. 

DeBrogliecOIlecteahis published papers together and presented them 
to his research supervisor. Paul Langevin, as a PhD thesis. Langevin sent 
a copy to Einstein and asked him for his views on it. Einstein wrote back 
saying thaI he found de Broglie's approach 'quite interesting'. Conse· 
quently, Langevin was happy to accept de Broglie's thesis, which was 
eventually published in ils entirety in the journal A nnales de Physique in 
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1925. This work was to have an important influence on the Austrian 
physicist Erwin Schrodinger. 

Einstein alld Bohr in conflict 

Before we go on to find out just how de Broglie's ideas of wave-particle 
duality led to Schrodinger's wave mechanics, let us take a brief look at 
one of the very earliest episodes in what was to become a great debate 
between Emsteinand Bohr on the meaning of quantum theory. Bohr and 
Einstein first me! in 1920, and developed a strong friendship. However, 
in 1924 Bohr, in collaboration with Hendrik Kramers and John Slater, 
published a paper that contained proposals that alarmed Einstein, to the 
extent that Einstein regarded himself to be in conflict with Bohr. It was 
a connict that was to have a profound impact on the further development 
of quantum theory and its interpretation. 

Bohr did not like the idea of the light-quantum, and this dislike led 
him to develop a new approach to light absorption and emission by 
atoms, Bohr, Kramers and Slater (BKS) proposed that the 'sudden leaps' 
(quantum jumps) associated with light absorption and emission meant 
that the ideas of energy and momentum conservation h"d to be aban­
doned. Einstein had thought of taking such a step himself about! 0 years 
earlier, but had finally decided against it. Wha~ alarmed Einstein most 
of ali, however, was a further proposal that the idea of strict causality 
should also be abandoned. As we mentioned earlier, Einstein had 
already felt very uneasy about the element of chance implied in spon­
taneous emission-that a light-quantum could be ejected from an atom 
or molecule at some unpredictable moment determined by no apparent 
cause. 

Although BKS suggested that there was no such thing as a truly spon­
taneous transition, their solution was to embrace the idea that prob­
abilistic laws, involving so-called 'virtual' fields working in a non-causal 
manner, are responsible for inducing the transition. The BKS proposals 
immediately came under fire from all sides. They led to further experi­
mental work on the Compton effect which clearly demonstrated that 
energy and momentum are indeed conserved. When the accumulated 
evidence against the BKS theory was overwhelming, Bohr promised to 
give their 'revolutionary' efforts a decent burial, and managed to over­
come his resistance to the light-quantum. However, Bohr remained con­
vinced that the quantum Iheory still demanded anew, revolutionary 
interpretation. The stage was set for a debate on the meaning of quantum 
theory between Bohr and Einstein that was to be one of the most 
remarkable debates in the history of science. 
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Postscripl: electron diffraction and interference 

De Broglie suggested in 1923 that the wave-like nature of electrons 
could be demonstrated by the diffraction of an electron beam through 
a narrow aperture. Earlier, in i 9 i 2, the demonstration by Max von 
Laue of the diffraction of X-rays by crystals was quickly developed 
into a powerful analytical tool for determining crystal and molecular 
structures. 

In 1925, Clinton Davisson and Lester Germer (accidentally!) obtained 
an electron diffraction pattern from large crystals of nickel. In the same 
year, G. P. Thomson and A. Reid demonstrated electron diffraction 
by passing beams of electrons through thin gold foils. Davisson and 
Thomson shared the 1937 Nobel prize for physics for their work on the 
wave properties of electrons. In a nice twist of history, G. P. Thomson 
won the Nobel prize for showing that the electron is a wave whereas, I 
31 years earlier, h,s father 1.1. Thomson had been awarded the Nobel I 
prize for showing that the electron is a particle! Today, electron diffrac-I 
tion is usedJroutinely to determine the structures of molecules in the gas j 
phase. 

The wave-like nature of electrons should also give rise to interfer­
ence effects analogous to those described for light by Thomas Young. 
Double-slit interference of a beam of electrons has long been discussed 
by physicists, but was demonstrated in the laboratory for the first time 
only in 1989. The interference patterns obtained are shown in Fig. 1.3. 
In this sequence of photographs, each white spot registers the arrival 
of an electrim that has passed through a double-slit apparatus. With a 
few electrons, it is impossible to pick out any pattern in the spots-they 
seem to appear randomly. But as their number is increased a dear 
interference-pattern, consisting of 'bright' and 'dark' fringes, becomes 
discernible. 

The appearance of distinct spots suggests that each individual electron 
has a particle-like property (each spot says an electron struck here), and 
yet the interference pattern is obviously wave like. In anticipation of 
some fun to come in Chapters 2 and 3, you might like to imagine what 
happens 10 an individual electron as it passes through the double-slit 
apparatus. 

1.4 WAVE MECHANICS 

On 23 November 1925, Erwin Schrodinger gave a presentation on de 
Broglie'S thesis work at a seminar organized by physicists from the 
University of Ziirich and the Eidgenossische Technische Hochschule. In 
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the discussion that followed, Peter Debye commented that he thought 
this approach to wave-particle duality to be somewhat 'childish'. After 
all, said Debye, 'to deal properly with waves one had to have a wave 

. " equatIOn ... 
A few days before Christmas, Schrodinger left Zurich for a vacation 

in the Swiss Alps, leaving his wife behind but taking an old girlfriend 
(Schr6dinger was noted for his womanizing) and his notes on de Broglie's 
hypothesis. We do not know who the girlfriend was or what influence she 
might have had 011 him, but when he returned on 9 January 1926, he had 
discovered wave mechanics. 

How to 'derive' the Schrodinger equation 

It is in fact impossible to derive (with any rigour) the quantum mechan· 
ical Schrodinger equation from classical physics. In many textbooks 
on quantum theory, the equation is simply given and then justified 
through its successful application 10 systems of interest to chemists 
and physitists. However, the equation had to come from somewhere, 
and it is indeed possible to 'derive' the Schrodinger equation llsing 
somewhat less rigorous methods. We will examine one of these methods 
here. 

Schrodinger's first wave equation was actually a relativistic one, 
although when he finally published his work, he chose to present his 
derivation of the !lon-relativistic version. As wc will see at the end of this 
chapter, the correct combination of quantum theory and Einstein's 
special theory of relativity gives rise to a new propeny of particle spin. 
Schr6dinger's relativistic wave equation did not give this property but it 
is, none th; less, a perfectly acceptable equation for quantum particles 
with zero spin. 

It is possible to follow Schr6dinger's reasoning from notebooks he 
kept at the time. His starting point was the well known equation of 
classical wave motion, which interrelates the space and time dependences 
of the waves. This equation can be separated into two further equations, 
one dealing only with the spatial variations of the waves, the other 

- .... _ .... -_ .... -------------------
Fig. 1.3 The buildup of an electron interference pattern. In photograph tal. the 
passage of 10 electrons through a double~slit apparatus has been recorded. In 
tb)-te) the numbers recorded are tOO. 3000, 20000 and 70000 respectively. 
(Reprinted with permission from Tonomura, A" Endo, J., Matsuda, T.. and 
Kawasaki, T. (1989). American Journal of PhysiCS, 51, 117-20.) 

j Quo!alion from Bloch, Felix (976). Physics Today, 29, 23. 
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dealing only with their time dependence, For waves oscillating in three 
dimensions, the spatial wave equation takes the form 

( 1.17) 

where 17', the Laplacian operator, is given by a'lax' + a'lay' + a'ia;;' 
and k, the wave vector, is equal to 2,,1)" where" is the wavelength. There 
is a whole range of functions f (catled wavefunctions) that satisfy this 
equation, ranging from simple sine and cosine functions to more com­
plicated functions, 

Now, according to de Broglie, A '" hlp, where p is the linear momen­
tum of a wave-particle, If we make the non-relativistic assumption that 
p '" mv, where m is equal to mo, the rest mass of the particle (colltrast 
this with eqll (L 13», and v is its velocity, we can write 

k = 211' = 21fp = 21fmv 
A h h' 

(LIS) 

and hence 

(U9) 

The total energy of a panicle E is the sum of its kinetic and potential 
energIes, Le. 

I 
E"'-mv'+ V 

2 
(1.20) 

where V is the potential energy. This expression can be rearranged to give 

. mv' = 2 (E - V) 

which, when inserted into eqn (1.19), yields 

Or 

y'f = - 87{"m (E - V) '" 
h' 

Ii' 
- - V'';' + V.p = Ef 

2m 

(1.21) 

(J ,22) 

( 1.23) 

where II = hlZ,r, This is the three-dimensional Schrodinger wave 
equation, 

Simple isn't it' This 'derivation' probably follows Schr6dinger's 
original quite closely. However, the reasonitlg behind it is almost \00 

simplistic and when he Came to publish his results Schr1idinger elected to 
presen! a much more obscure derivation. one which did not refer either 
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to the de Broglie hypothesis or the quantization of energy, In fact, all 
that he had done was to take the well known eqnation of classical wave 
motion and substitute for the wavelength according to de Broglie'S rela­
tion, This in itself is perhaps not so remarkable; it was what SchrMinger 
did next that changed the world of physics for good, 

The hydrogen atom 

Schrodinger presented his wave mechanics to the world in a paper he 
submitted to the journal Annalen der Physik towards the end ,of 1 anuary 
1926, barely three weeks after he had made his initial discovery, In 
this paper he not only offered his (somewhat obscure) 'derivation' of 
the wave equation, but also applied the new~tlleory to the hxdrogen 
atom, It was this first appHcation _'1.L~;{lUll.echanicuhalSlWght the. , 
-arrinITon of the physics communi!)', Had he simply presented the 

-w'ave equation; perhaps few-i;hySIclsts would have been convinced of its 
signi ficance, 

The earlier Rutherford~Bohr model of the hydrogen atom is essen­
tially a planetary modeJ, consisting of a massive central nucleus, the 
pro.on, orbited by a much lighter electron, The potential energy of 
the nucleus is spherically symmetric, and so a more logical coordinate 
system for the problem is one of sphcrical polar coordinates rather than 
traditional Cartesian (x, y, z) coordinates, Transformation of eqn (1,23) 
to a polar coordinate system produces quite a complicated differen­
tial equation and, although Schrodinger was an accomplished mathe­
matician, he needed help to solve it. However, assistance was at hand in 
the form of a colleague at Zurich, Hermann WeyL 

SchrMinger's aim was to show that the quantum numbers introduc~ \ 
in a-raiher'aCf hoc'fashionbYBohremer.s,G:.'Ig tfi~'.:§~ 
aithe integers specifying the nuniber 'of no.g,~s iJla,y.ih.r'ltin.!l.,string', 
This 'refers 'to the pictures, familiar to every undergraduate scienllst','of ' 
slanding-waves·geiierafediri it'string which is secured at boifierfdrl'C 
varlefy'ofstanding waves are possible provided'they meet the require-­
men! 1h'!-(tl.leY,~fi!',I?t:tweenlhe string's securep,~nd~"i.e, th.ey rpust con-' 
~an in!~ar,!!L!!um-'?er ofl1illf-wavelen!;ths, Thus, the longest frequeiic)i" 
standing wave is chiuacteri1,ed by a wavelength which i~ .twieetlretength" 

mffiestiiiii!(no nodes), The next wave is characterized by a wavele'ogrh 
equal to the length of thestrlilg(one nodej;-ioifSo oil .... Tfie pro6lem'ls 
more dif'ficult for the hydrogen' atom since now we are dealing with 
three-dimensional standing waves confined by a spherical potential, but 
the principles are the same, 

t Scnrodil1get, E, (1926). Annalen del" Physik. 79. J6t. 
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In order to obtain 'sensible' solutions of the wave equation for the 
hydrogen atom, it is necessarY-lo restrict,ihe range of functions that we­

-wTII admit as acccpt.,!ble, In i<l!Ltictllilr., the acceptable functions m\fii 
'be single v~~~L(Q1l!Y. one' v.~h!'L.&r a given-set of COOrdInates), rrune 
(rJo}!ifin! ~i",~) .a!l~.~~n~i.~!!'£!ls J!l.<?.!u(j(fii!:ffeak.s:iEihe f uncti ons) _ The 
last requirement must be mel because the wave equation is a second­
order differential equation, and a discontinuous function has no second 
differential. 

Imposing these conditions On the wavefunctions is all that is necessary 
to produce the quantum numbers. Schrodinger wrote:' 'What seems to 
me to be important is that the mys!erio~«.!."'hole numbg,requirerrieE1::' 
-ntdonger--appears;- b.!l£lsc ~Q.J.9.~,m~al\:.:!race<!...Qilf.k .. .1lL an.!!"r lief ~~age; 
it·1ia:nts-'f;a~s i~ th"-. .!-".9!,jr~nL<;J!.Ll.hiUJL,*n{!t!luspl'tial funetio!)" b.~_ 
finite an(fslngle-valu~...:..:rhlC\,_th~_U11~er numbers that appeared as 
if-iii m'!iI~_iflJiQiiJ'lU.b.~QLLOL;hs;_1\to;-;-;~ri:iJne~iIeanatU'rafi~ ,iij " 

-·Sc~r,Qgi[!g"r,:s. These integernumber~!.~_Ruantum numbers, are an 
in t rins,i c part 0 f t ~e, i.ccipt.~PJe .SQLll.t ip!l$. Q.Gl£!J.IR;r,!,ger:~9~_a!ion 
arrd"lfeiicf,Ji~o,_QLth~ .. mergi~U!.m;Qfj.?te~_l:"itl.! !.hese functjons . ..Tl\~ 
quantization of energy,therefore follows from the standing wave condi­
tion:fpplled-to ihe electron'ln-ail-"rom:'-~--"------- ' 

~ .--"'-- ... " '" .',' '-'~----'--'-'" -, ""-"-P_'''---
'·Vle might add here tlla! the differential equations we have been deal-

ing with have a special property: a differential operator operates on I 

a function to yield the same function mUltiplied by some quantity (m 
this case the energy E), The functions satisfying such equations are 
given the special name eigenfunctions, and the quantities are called the 
eigenvalues. Thus, when Schrodinger published his first paper on his new 
wave mechanics in 1926, its title was 'Quantization as an eigenvalue 
problem', 

The results that Schrodinger obtained for the wavefullctions of the 
hydrogen atom are familiar to every undergraduate scientist who has 
taken an introductory course in quantum mechanics. They are the elec­
tron orbitals and their three-dimensional shapes alone- which depend 
on the 'azimuthal' quantum number I and the 'magnetic' quantum 
number m, -explain a great deal of chemistry_ Their energies depend 
only on the principal quantum number n and are given by the same 
expression deduced by Bohr (eqn(LS). 

Schrodinger's inle~prelalion of Ihe wavefuJlclions 

Schrodinger's application of his new wave mechanics to the hydr98.fn 
atom was hailed as a triumph. However, although the new theory 

t Schrodingef. E. (1926). Annalen au PhYSik. 79, 361. 
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explained the rules of quantization, it had merely shifted the burden of 
explanation from those rules to the wavefunctions themselves. A real 
understanding of the behaviour of sub·atomic partides, encompassing 
the full details of the relationship between the mechanics and the 
underlying physical reality, could only come through an inrerpretation 
of the wavefunclions. What were they? 

In his first few papers on wave mechanics, Schrodinger referred to the 
wavefunclion as a 'mechanical field scalar', a suitably obscure title for 
a function whose meaning was far from dear. Schrodinger was in fact 
convinced that the underlying reality was undulatory - that quantum 
theory was essentially a wave (or, more correctly, a field) theory. Thus, 
~tialIL inte!Jlr!,.!.ed_th~av!ill.l).\:.tign 'l~ rem:e.s~!l!!..'!l. ~ vibra!i(jl) 
'l!'l an electromagnetic field, 'to ~.~i~!l..':Y£g'.fl.as'Iib);..n1Qre Jhi'fl toqay's 
doulJrTiil reaihyof'tfie"-eYe-iironjc ()!.~~~s~,t 

Schrodinger supposed that transitions between standing waves repre· 
senting the stationary quantum states of an atom are smooth and con· 
tinuous. He was hopeful that he could explain th.eapparent non·classical 
properties' of 'Horns wilh essemiaIry classical concepts, and thereby 
recover som~ of the cherished notions of determinism and causality that 
quantum theory seemed to abandon. 

,!:le.2!.ers.f (jruiewed_lUUIt omic .el eet rOll nQt a;; ~ick,...buWlS...a 
collection of wave disturbances in an electromagnetic field. He propru.ed 
tflit the·elect~on'U;ar-'i~Ji:!W:eJ;>rQJlli1Tes·are..t:eall)tm~~~ifestations of 
tneir" I'urely'-wav,,- nall.!re. When a~oJ!e;;!ion Ql waI'.t:.uJ(jthgifterWt 
"rlfpfiltides, phases and frequencies are superimposed, it is possible that 

.JheY~Yi.;rd'jljitQ.gI'lii.a.la"Ile:::iesultanCW:--a..spectllc-r.egion.o[_SJla.c.e 
(see Fig~L:!1..!311"h.~.~llperposi!~of waves is£2!)1monly called '! wav~ 
'pa5~"t'· ~hr£<li.nger ~~~ue':!!.h.at,,-since th~square of Jh~ .. ~rnp'!itl!9£.!?f. 
me resultant isre}~~!fJQ}he,st~l]gth or tlitlield '!~ itfllncJJon of 20S10: 
tion, the movement of a wave packet through space might, therefore, 
resemble the movcriu:rit ofa-paiticfe~thrs is in many -w;iys'iirialogOOst­
the relationship between-'geometrical (ray) optics and wave optics. 
According to this view, the dual wave-particle nature of sub·atomic par· 
ticles is replaced by a purely wave interpretation, with the wavcfunctions 
representing the amplitudes of a field. 

This explanation is not entirely satisfactory, as Hendril: Lorentz 
pointed out in a letter to Schrodinger. When confined to move in a 
small region of space, such a wave packet is expected to spread out 
rapidly, dispersing or 'dissolving' into a more uniform distribution. This 
is obviously not what happens to suli,alOmic particles like electrons. 

Schrodinger had other problems too. He did not like the fact that 
:..-.-'-.--..-......; _____ ...:.:. .--..:--.:.:____.' I 

t Schrodingef. E. (1926). Annalen der Physik. 79, 361. 
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(a) 

.0(---- Resultant 

(hi 
Resultanl-"II 

+- Oscillations in 
electromagnetic 
field 

Fig. 1.4 The motion of a wave packet. fal The amplitudes, phases and fre­
quencies of a collection of waves comblne and constructively interfere to form 
a resultant wave packet wfth a large amplitude confined ta a specific region of 
space. (b) As all the individual waves move, so too does the region of construc· 
tive interference. J 

, / / . _ /..",./~'''l.. .{ _'>,::: '-'/ !,.7 ~--"--
(.,..,>'; ~-":.... W:" 

the wave functions could be complex (i.e. contain'; - J), preferring to 
believe that any description of a microphysical reality worth its sal! ought 
to involve 'real' functions. (In fact, the presence of complex terms in the 
wavefunction provides the all·important phase information responsible 
for interference effects.) 

In addition, the wa~c.!.L<!nJjor S2!11pl!~~_t':.c;I .. sJ~te.:ns contll.ining 
two ormj'irepaifiCTeifare functiolls not JUS! Qf Inre.espatl"rco.o.rQ.inal,,->, ' 

-iwCQf.mau)i ~o9ri;lJiiaies: In: fact, .the wavef.unction. oia systemCOil!.am­
Ing}lY 1'1l.rlicJes depend;; on 3N position coordinates and is.aJuncllpnJn 
-0N.dimen~i()nal 'config'!ration ,spa<:,': rbis migl)LQ~ aJl. v-,,~eJl f2f. 
a mathematician, but remember that Scor.odingcL.lV.as.looki'llLf9.J .the. 
reality that ;;;-~s;:;pposed[oTii·be;;eath-his wa~~mechanic;7itis difficult 
.--.~- ---.. -----~.--- ,~- ... -.. --- ---,~ ~--.---~ 
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to visualize a reality in an abstract, multi-dimensional space. Further­
more, we are quite free to choose the kind of space in which to represent 
the wavefunction. 'Momentum space', in which the momenta of the 
particles serve as coordinates, is just as acceptable mathematically as 
position space, and yet the wavefunctions in these two representations 
look distinctly different. 

To a certain extent, these problems of interpretation were clarified by 
Max Born. But Born's interpretation of the wavefunctions was not to 
everyone's taste: Schrodinger and Einstein in particular did not like it 
one bit. 

Born's probabilistic interpretation 

Max Born wrote a short paper about the quantum mechanics of colli­
sions between particles which was published in 1926 at about the same 
time as Schrodinger's fourth paper in the series 'Quantization as an eigen· 
value problem'. ~<:>rn 'Siecled..&hrodioger's waye field am,roa,ch. He 
h a_d ,!J<;;"J1JJ1,fl uenced by!!. sl!£g,e:>.tjQILml!g~ Ei n~! eill.\!1a 1,..f9LllM.lon~ 
the wave.fi~!p <'W. il$ .? .§!r!l_!l&~.kin.d-'lf.2.phaJl..lQ1ll',iis:ld.....:g)Jidj~ 
phot()l}:p<lrtigLe",o.I1,n"Jh~.~bie!J.s~ould.t.her.llilr.e .. Qe.deu:rmitte.clby .. lIiA.'<l:.. .. 
~.enc,<:.J:iJ.\!ct~. Thus, reasoned ,BorE .. the".sguare of the amolitude 
of the wavefunctic)niJU.QJ:lle ,spedEil;. region of,epnfjglliatimu;pJlC.e,is 
'raiued i-6"ih'i;probal>.tlity ,9f ,filleting the. associate(L9J,!lUlUIIll-,~ 
lII"that'-region"o(configuratioll space. This automatically leads to the 

'conc'epf onl0rii1'aliiaiiori; "'Ihid; wewill discuss in the next chapter. 
At first sight, Born's interpretation seems unremarkable. After all, we / 

know that the square of the amplitude of a light 'wave' in a specific region ( 
of space is related to its intensity and, from the photoelectric effect, we 
know the intensity is in turn related to the number of photons present in I 
that same region of space. However, Born's way of thinking represented. 
a marked break with classical physics. Unlike §~ngg, wbo wanted I 
to invest an element, of p~xsi<.:al JealH)'jfl_tJ:te_,wa.v..ef!,n~.t!~!1.!L BO!111 
'iiigiled thaitl1ey actually represent our know/eaie of the state of a, i!hii.I:£a.Loh.ieC.k .' " ' , ".. - "-~- . . ....... ,., 

Born's interpretation solved many of the prohlems raised by, 
Schrodinger's wave mechanics. According to Born, Ihe wavefunctions I 
are not 'real' (in the sense that water waves are real) and so it does not: 
matter that they are sometimes complex. The probability densities must! 
be real, since they refer to measureable properties of quantum particles_ I 

Likewise, the tendency for Schrodinger's wave packet to spread out ' 
is a problem only if the wavefunctions are physically real. No such 
problem arises if the wavefunctions represent the evolution of our state 
of knowledge of a quantum system. 



28 How Quantum theory was discovered 

Born's interpretation was also consistent in some respects with the 
view being developed by Bohr and (as we will see below) Werner 
Heisenberg. Born argued that wave mechanics tells us nothing about the 
state of two quantum particles (such as electrons) following a collision: 
we can use the theory only to obtain probabilities for the various 
possible states. JUS! as Einstein had discovered for spontaneous transi­
lions, quantum theory appeared to cut the direct link between cause and 
effec!. 

In a later paper, Born showed that his interpretation allowed the 
calculation of the probability for a quantum lransirion between stable 
states (such as an atomic absorption or emission between electron 
orbitals). As we saw in Section 1.2, the model of a classical electron mov­
ing between stable atomic orbits fails because such an electron would be 
expected to radiate energy during the transition. Born argued that 
Schrodinger's interpretation in terms of vibrations in an electromagnetic 
field did nor help, since it could not be used to explain how an electron 
removed completely (Le. ionized) from a stable atomic orbit could pro­
duce a discrete track in an ionization chamber. He therefore combined 
wave mechanics with the idea of quantum jumps implied by Bohr's 
theory of the atom. Born admitted that s!!ch TI quantum jump, 'can 
hardly be described within the conceptual fmmcwori, of Bohr's theory, 
nay, probablY in no language which lends it~elf to visualizability:t I 

Cause and effect was once again threatened by inslantaneous quantum 
jumps. 

This, of course, was exactly what Schrodinger had heen hoping to 
avoid. The purpose of his wave mechanics was to reintroduce a classical 
imerpretation for the mechanics of the atom, albeit one of waves ralher 
than particles. To add quantum jumps to this picture simply added insult 
to injury. In a healed debate between Schrodinger, Bohr and Iieisenberg­
Onihe inierpretation of quantum theory, an exasperated Schrodinger 
pleaded with an unyielding Bohr:' 

lYou surely must understand, Bohr. tbat the whole idea of quanlUm jumps 
necessarily leads 10 nonsense ... If we 3re still going to have (0 put up with these 

i damn Quantum jumps, I am sorry that) ever had anything to do with quantum 
·Iheory. 

Cause imd effect are part of onr everyday lives, and are not things to be 
given up lightly. Many physicists found Born's interpretation unpalat­
able. Ironically, Born claimed that he had been influenced by Einstein, 
and yet in December 1926 Einstein wrote a letter to Born which contains 

t Bom, M. (1926). Zeitschrift fiil' Physik. 40. 16i. 
! Quotation (rom Heisenberg, Werner. (1969). The part and ine whole. Verlag, Munich. 
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(he phrase that has since become symbolic of Einstein's lasting dislike of 
the element of chance implied by quantum theory:' 

Quantum mechanics is very impressive. But an inner voice tells me that it is 
not yet [he real thing. The theory produces a good deal but hardly brings us 
closer 10 the secret of the Old One. I am at all events convinced that He does 
not play dice. 

1.5 MATRIX MECHANICS AND THE UNCERTAINTY 
PRINCIPLE 

Matrix Mechanics 

Before leaving Gatlingen to Jom Niels Bohr in Copenhagen, Werner 
Heisenberg developed a completely novel approach to quantum theory 
which became known as matrix mechanics. In this theOrY. ubuical -...---- -~.--

quantities are represented not by theirv!,lu~L"2.i.!Lda;;si.c:al ehysics, 
o~I._~X. ~ets·()r~f~ me:~~p§ri.aeiiT;;Q .TJk'Iexn.u!l1~"!~: ]!,,11J-:.c. 5chr.QdliliiiiT; 
Heisenberg was not particularly concerned to find some underlying 
physieal l'ealiry:::.:ni-was si1npW-a(tera-lriirriework:lhriluili·wnich· con­
necfiOi1s-cowcfbe made between physical quantities in ways that would 
fit the known facts. Heisenberg's theory was essentially a mathematical 
algorithm - plug in the right numbers in the right way and you get the 
right answer, 

Max Bom and Pascual Jordan recognized that Heisenberg's 'sets' were 
actually matrices. A matrix is an array of numbers which can take the 
form of a column, row, rectangle or square. Just as there are rules for 
combining ordinary numbers in addition, subtraction, multiplication 
and division, there are also rules for combining matrices. One very 
important consequence of the rule for matrix multiplication is that the 
result can sometimes depend on the order in which two matrices are 
multiplied together, i.e. it is possible that the product of two matrices A 
and B is not necessarily equal to the product of Band A. Matrices for 
which AB * SA are said not to commute. Obviously. for ordinary 
numbers AD = BA and so ordinary numbers always commute. 

Born. Jordan and Heisenberg reformulated Heisenberg's original 
theory as matrix mechanics. This approach was very successful-it too 
explained many of the otherwise inexplicable features of quantum 
phenomena. In 1926, Wolfgang Pauli showed how the theory could be 
used to explain the hydrogen atom emission spectrum. But now phys-

t Eimtern. Albert, leIter 10 80m. Max, 4 December 1:926. 
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icists had yet another problem to confront: matrix mechanics and wave 
mechanics were formulated and presented at about the same time (late 
1925 to early 1926), and although the predictions of the theories were the 
same, they were quite different in approach. Which was right? 

To a certain extent, the answer to this question was provided by 
Schrodinger in a paper published in 1926. He demonstrated that matrix 
mechanics and wave mechanics give the same results because the two 
theories are mathematically equivalent: they represent two different 
ways of addressing the same problem. Of course, Schrodinger argued, 
wave mechanics is to be preferred because it offers a conceptual basis 
for understanding the behaviour of. quantum particles which matrix 
mechanics could never have. Many physicists tended to agree, although 
some dissented. For example, Lorentz confessed to a preference for 
matrix mechanics because of the problems with Schrodinger's wave 
packet idea. However, all physicists were a little uneasy in the knowledge 
that a theory as important as quantum theory could be expressed in two 
totally different ways. 

The real connection between matrix mechanics and wave mechanics 
was made dear by the mathematician John von Neumann in the early 
1930s. He showed that wave mechanics could be expressed in an operator 
algebra. We will sec in Chapter 2 that, where matrix mechanics depends 
upon the properties of non-commuting matrices, wave mechanics can be I 

derived from the properties of nOll-commuting operators. 

Heisenberg's uncertainty principle 

Any introductory course on quantum mechanics will contain an early 
discussion of Heisenberg's famous uncertainty principle. Unfortunately, 
like most of the material we have covered so far in this chapter, the 
uncertainty principle is often presented to modern undergraduate 
students in a matter-of-fact way. Students are told what it is, how it fits 
imo the structure of quantum theory and how it applies to physical 
systems. It alJ seems very neat but, in fact, the uncertainty principle was 
formulated in the midst of argument about the interpretation of quan­
tum theory. Despite the fact that today we know quite a bit more about 
the theory and its applications, arguments about [he meaning of the 
uncertainty principle are no less heated and confusing now than they 
were in 1926. 

Towards the end of that year, it was clear thaI Schrodinger's views 
were winning out: many physicists who expressed a preference opted 
for wave mechanics because it appeared 10 offer the best prospects 
for further interpretation. Bohr and Heisenberg tried hard to persuade 
Schrodinger of the importance of the idea of quantum jumps, as we have 



.. 
Matrix mechanics and the uncertainty principle 31 

seen, but failed. Bohr and Heisenberg did not give up, however. They 
became more determined than ever to resolve the difficulties of inter­
pretation by taking a radical approach. 

The problem with matrix mechanics was its abstract nature. Whereas 
Born's probabilistic interpretation of Schrodinger's wavefunction 
seemed to be at least consistent with the idea of an electron path or 
trajectory, no such trajectory is defined in matrix mechanics. But 
then, Schr6dinger's own interpretation of his wave mechanics was self­
contradictory: the motion of a wave packet could not be used to describe 
the path of an electron because of the tendency of the wave packet to 
disperse. Anyone who had looked at the track left by an electron in a 
cloud chamber could be convinced of the reality of the electron's particle­
like properties and yet this was something that Schriidinger's interpreta­
tion appeared unable to rationalize. 

The situation was very confusing. It was at this point that Bohr and 
Heisenberg decided to go right back to the drawing board. They began 
to ask themselves some fairly searching, fundamental questions, such 
as; What do we actually mean when we speak about the position of an 
electron? The'track caused by the passage of an electron through a cloud 
chamber seems real enough - surely it provides an unambiguous measure 
of the electron's position? But wait: the track is made visible by the con­
densation of water droplets around atoms that have been ionized by the 
electron. This process of ionization is a quantum process and therero·re 
subject to the rules, and open to the probabilistic interpretation, of quan· 
tum mechanics. According to this interpretation, it is the large number 
of probabilistic (and hence indeterminate) ionizations which allows what 
seems to be a classical, deterministic path to be made visible. 

In 1927, Heisenberg decided that to talk about the position and 
momentum of any object requires an operational definition in terms of 
some experiment designed to measure these quantities. To illustrate his 
reasoning, Heisenberg developed a 'thought' experiment involving a 
hypothetical ,-ray microscope. Supposing we wished to measure Ihe 
path of an electron - its position and velocity (or momentum) as it travels 
through space. The most direct way of doing this would be to follow the 
electron's motion using a microscope. Now the resolving power of an 
optical microscope increases with increasing frequency of radiation, and 
so a ")'-ray microscope would be necessary to give the spatial resolution 
required to 'see' an electron. The -y-ray photons bounce off the electron, 
some are collected and produce the magnified image. 

But we have a problem. ,-rays consist of 'big', high-energy photons 
(remember c = 11,,) and, as we know from the Compton effect, each time 
a 1'-ray photon bounces off an electron, the electron is given a severe 
jolt. This jolt means that the direction of motion and the momentum of 
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the electron are changed in ways that are unpredictable. According to 
Born's interpretation of the wavefunction of the electron, 0111y the prob­
abilities for scattering in certain directions and with certain momenta 
can be calculated using quantum mechanics. Although we might be 
able to obtain a fix on the electron's instantaneous position, the size­
able interaction of the electron with the device we are using to measure 
its position means that we can say nothing at all about the electron's 
momentum. 

We could use much lower energy photons in an attempt to avoid this 
problem and so measure the electron's momentum, but we must then 
give up hope of determining its position. Heisenberg reasoned that the 
exact position and momentum of a quantum particle could not be 
measured simultaneously. To determine these quantities requires two 
quite different kinds of measuring apparatus and the measurement of 
one excludes the simultaneous measurement of the other. 

Heisenberg used Born's probabilistic interpretation of the wave­
function to derive an expression for the 'uncertainties' (actually root­
mean·square deviations) of the position and linear momentum of a 
particle confined to move in one dimension (along the x coordinate). He 
obtained 

(1.24) 

Thus, fixing the position of an electron exactly (llx = 0) implies, from 
D.p, h141r llx, an infinite uncertainty in the electron's momentum, 
and vice versa. Extending these arguments to the measurement of 
energy, Heisenberg obtained 

(1.25) 

This expression is often presented as an energy-time 'uncertainty' rela­
tion, but is really a reworking of the position-momentum uncertainty 
relation in the context of the time·dependem Schrodinger equation 
(which we will meet briefly in the next Chapter), The relation (1.25) is 
usually interpreted in a practical sense to signify that the moment of 
emission (say) of a quantum particle will be uncertain by an amount 1:.1 
related to the uncertainty in its energy. The more sharply we can measure 
(in time) the creation or passage of a quantum particle, the more uncer· 
lain will be its energy, and vice versa. 

Interpretation of the uncertainly pril1ciple 

Some physicists have argued that the uncertainty principle represents 
the starting point from which the whole of quantum mechanics can 
be deduced. It is apparent that Heisenberg himself thought something 

I 
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along these lines, He did nol believe thai it was necessary to use terms 
like 'wave' or 'partiCle' wnerii:aJKihg aoout quantum phenomena ana 
preferred, instead, to contiffi!ewlih the supposition'lnal tiie tfieory 
merely prOVIdeda'Consistent matllematicaf'Scheme [thar~ 

-thing whichcan'be06serv~rre:coticrude!!J1'l1U:l':!Qtijmg is in nat'lm 
-~lijcliCai1ilof'lJe'des,c~ibed~XltJ~.!!l.~t~~}:r;:H!.::l!! scheme.' This is a purely 
'instrumeniiiliSt'approach - the theory (Ill particular, theuiicei'tainly 
princlplefie!ls us thatthere' are limits~o~ measureiiJjfe 'and . 
it~~'rmpossible. todo __ a~2:Iflj~i"oth~~:t&i~ :~.Jii~~TIEiT is ~ri,~L 
measureable. 

Bohr disagreed strongly with Heisenberg on this poin,hFor him, it~ 
wave~l'.article-dillilliY that lay at the hear! of quantum mechanics. All 
'therest-=-including the uncertaintYprincipJe-=wereihe phn,ica]-.lUl.d. 

-mathematical consequences of using two diametrici!lb.ap~1 
coiicepfS;-wavesand p.E,iTc'lef, to desCii'be something thill ",as (undamen::. 

tallynon=aassical: According to Bohr, qll.!l_njum theory.tells .. illtJLQI wh.l\J 
lsmeasureaiife:but "what fs"knowiibt£, ___ .. __ .' _--.---_~._,_,_._0 " ._ ..... __ ,, ____ _ 

Thus, according to this line of reasoning, Heisenberg's thought exped- \ 
ment involving the )'-ray microscope is flawed because it presupposes ' 
that a definite position and momentum can be defined for the electron: 
it is the act of measurement that makes their joint specification impos­
sible, For Bohr, the uncertainty principle indicates that the very idea (one 
might say the physical reality) of the electron's position and momentum 
are undefined until the act of measurement. 

Bohr put Heisenberg under intolerable pressure-so much so that at i 

one point Heisenberg was reduced 10 tears. They finally managed 10, 

reach a compromise and, in the paper in which Heisenberg presented' 
his uncertainty principle, he added a footnote containing the sentence: 
'j am greatly indebted to Professor Bohr for having had the opportunity 
of seeing and discussing his new investigations which are soon to be 
published as an essay on the conceptual structure of quantum theory.' 
This was to be Bohr's notion of complementarity, discussed in detail in 
Chapter 3. 

Heisenberg has summarized this period of intense debate as follows:! 

1 remember discllssions with Bohr which went through many hours till very late 
at night and ended almost in despair; and when at the end of the discussion! 
went alone for a walk in the neighbouring park I repeated to myself again and 
again the question: Can nature possibly be as absurd as it seemed ... ? 

t Heisenberg, Werner (198'1)- Physics and philosophy. Penguin. London. 
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1.6 RELATIVITY AND SPIN 

The years 1925-27 saw much of the structure of quantum theory set in 
place. Although many significant developments have happened since, 
and arguments about the interpretation of the theory still abound, the 
mathematical formalism of the non· relativistic version of the theory 
has remained more-or-Iess unchanged. There were still a few problems, 
however, and solving them led the English physicist Paul Dirac to some 
spectacular conclusions about the nature of maUer. 

Electron spin 

Bohr's theory of the atom did a fine job of explaining the absorption 
and emission spectra of one-electron atoms in terms of quantum rules. 
Schrodinger's wave mechanics did betleT in the sense that the rules of 
quantization were given a firm mathematical basis. However, experi. 
mental spectra revealed quite a number of problems for which wave 
mechanics did not appear to have solutions. In particular, some atomic 
emission lines predicted by the theory were seen to be split in the presence 
of a magnetic field into twO quite distinct lines in experimental S;JCetrB. 

Wave mechanics could not explain this phenomenon. 
In J925, Samuel Goudsmit and George Uhlenbeck proposed that the I 

splitting of these lines arises because the electron ;1, an atom re'pons;"I" 
for the emission transition possesses an intrinsic angular momentum - it 
is spinning on its axis in much the same way that the earth spins on 
its axis as it orbits the sun. A spinning electric charge moving in an 
electromagnetic field generates a small. local, magnetic field. The spin 
magnetic moment of the electron can become aligned with or against 
the lines of force of an applied magnetic field, giving two states of 
di fferent energy. In the absence of this splitting, there would be only one 
state and hence only one line in the atomic emission spectrum. Instead, 
the interaction produces two distinct states, giving rise to two emission 
transitions. 

While this is a very picturesque interpretation, its problems become 
apparent as soon as we abandon Bohr's planetary model of the atom 
in favour of Schrodinger's wave mechanics. The appearance of only 
two lines means that the electron cannot acquire just any old angular 
momentum. The angular momentum intrinsic 10 an electron is not only 
quantized (only certain values are allowed), it is restricted to only two 
possible values. This contrasts with the quantization associated with the 
principal and azimuthal quantum numbers. And where was electron spin 
in Schrodinger's wave mechanics of the hydrogen atom? 
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The Dirac eqllalion 

At the end of 1926, Heisenberg and Paul Dirac agreed to a bet about 
how soon spin could be understood within the framework of quantum 
theory. Heisenberg suggested three years, Dirac three months. Neither 
was exactly on the mark, but Dirac was closer. On 2 January 1928, Dirac 
himself submitted a paper to the Proceedings of the Royal Society which 
set out the correct relativistic quantum theory of the electron, from 
which electron spin emerged naturally. 

Einstein's special theory is in many ways all about the correct treat­
ment of time as a kind of fourth dimension, on an equal footing with 
the three conventional spatial dimensions, x, y and z. In fact, it is c/ 
which constitutes a fourth dimension (note that it has the same units of 
length as the other three). Schrodinger's original time-dependcm. wave ., "' , 

equation (which we will discuss briefly in Chapter 2) is 'unbalanced' 
in this regard, being a second-order differential equation in the three 
Cartesian coordinates but only a first-order differelllial equation in 
time. 

Dirac derived a version of the wave equation for a free electron in 
which space and time are treated on an equal footing. This equation 
has some interesting features. It admits twice as many solutions for 
the wavefunctions as we might expect, half of them corresponding to 
states of negative energy. This is an inevitable consequence of using 
tbe correct relativistic expression for tbe energy of a freely moving 
particle, t;qn (1.12), which is a quadratic equation. Dirac took these 
negative-energy solutions seriously, and went on to predict the existence 
of antimatier. 

Furthermore, for Dirac's wave equation to make any sense it became 
clear that ihe wave functions had to take the form of matrices. Half of 
each matrix refers to states of the electron and the other half to states of 
the positron, the antiparticle of the electron. If we consider only those 
solutions with positive values for the energy, the wavefunctions are two­
component spinors- 2 x I or I x 2 matrices. Dirac was able to show 
that these components are equivalent to two possible orientations of the 
electron's magnetic moment: they represent the two spin orientations of 
an electron. 

Now the introduction of a four-dimensional space-time resurts in the 
need for a fourtb 'degree of freedom' for thc electron in addition 10 tbe 
three degrees of freedom corresponding 10 translation in the x, y and z 
directions. That fourth degree of freedom requires the specification of 
a fourth quantum number, usually given the symbol s, which according 
to the theory can take only the value +. 

Whatever it is, tbe property of electron spin does not correspond in 
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any way to the notion of an electron spinning on its axis. Here we see 
the first example of a purely quantum property-electron spin has no 
counterpart in classical physics. To see why this is so, il is necessary to 
look at how classical properties can oe derived from quantum properties 
in the limit that h tends to zero. The angular momentum of an electron 
orbiting a nucleus is related to the azimuthal quantum number I and 
there is 110 restriction on the size of I. Thus, the tendency for orbital 
angular momentum 10 disappear as h tends to zero can be compensated 
by increasing the size of I to infinity. The result can be non-zero, and so 
orbital angular momentum has a clearly defined classical counterpart (as 
indeed we should expect). However, the same is not true of electron spin. 
The spin quantum number s is a fixed quantity (s '" .; ), and so cannot 
be increased to infinity as h tends to zerO. The property analogous to 
electron spin therefore disappears for classical objects. 

Although its interpretation is obscure, we do know that electron spin 
produces effects which give rise to a small magnetic moment. This 
moment can become aligned in the direction of an applied magnetic 
field or against that direction. We have learned to think of these two 
possibilities as 'spin-up' and 'spin-down'. In a magnetic field, the two 
possible orientations of the electron's magnetic moment give rise to 
two energy levels wh,ch are characterized by the magnetic quantum 
numbers m, = + f and m, '" - f· These quantum numbers corres- I 

pond to the spin·up and spin-down states of the electron, and the two 
levels give rise to two lines in an atomic emission spectrum. 

Quantum field theory 

The modern form of relativistic quantum theory is called quantum field 
theory. In this theory, the spatial extension of a-quantum particle due 
to its wave nature is recognized by its representation as a quantum 
f.eld. This is more than Schrodinger's simple wave field idea, although 
there are obvious similarities. For example, an electron wavefunction is 
thought of as a specific excitation (vibration) of an electron field, and 
is interpreted as It probability amplitude just as in ordinary quantum 
mechanics. 

Quantum electrodynamics - the quantum field version of Maxwell's 
classical e1ectrodynamics- deals with the forces of electromagnetism. 
This theory has proved to be tremendously powerful and successful, 
but it has done nothing 10 dispel the difficulties over interpretation. 
Although the mathematics of quantum theory has developed and has 
become morc sophisticated since it was first formulated over 60 years 
ago, the problems of interpretation remain. We are still left with the 
uncertainty principle, the idea of quantum jumps and the wavefunctions. 
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We are still left to decide whether we must abandon direct cause-and­
effect. The progress that has been made in the las! 60 years has certainly 
improved the predictive power of the theory, but it has really been a 
matter of sharpening the mathematical formalism rather than Our under­
standing of it. 
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2.1 OPERATORS IN QUANTUM MECHANICS 

Now that we have satisfied ourselves of the need for a quantum theory 
of radiation and matter, and we have seen the different positions taken 
up by the major figures in the theory's early development, we must 
interrupt our historical narrative and turn our attention to details of 
how the theory works in practice. Readers are reminded that this is not 
a textbook, and so the description we will give here is a highly selective 
one. 

Firstly, it is important to see how the modern version of the theory is 
constructed from a set of postulates- statements accepted to be true 
without proof which are justified later through agreement with experi­
ment. We will frequently return to the philosophical implications of such I 

an approach. Secondly, in order to appreciate the details of the debate 
~ 

between Bohr and Einstein, and further arguments£~ented by Einstein 
and OIl1n~~lDea.::tQJn~-1:l~:v-aQPJ:ll!TI!P)TTmportant cxpenmental 
test cases, it is necessary to know how the !i1eOriTsrouirnely applied_ 
.~-.. ---Finally, many of these crucial experimental tests have been performed 
by exploiting the properties of pairs of photons with correlated polariza­
tions, and so we have included here discussions of the Pauli principle 
(important for any subsequent discussion of the behaviour of IWO­

particle quantum systems), together with a section on the polarization 
properties of photons. These properties can be used 10 illustrate in a 
simple way the problems of quantum measurement. All this material 
should set us up nicely for the remainder of the book. 

Much of the material covered in this chapter is tied up with the mathe­
matical formalism of quantum theory. Readers completely unfamiliar 
with this formalism may therefore find this material somewhat hard to 
digest. The unfamiliar becomes familiar with experience and practice, 
and is in this case well worth the effort required. You will soon discover 
that although the formalism of quantum theory presented here may 
appear complicated, the complications often arise in the language used, 
not in the algebra itself. 

Before we begin, it is important to emphasize that the quantum theory 
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described in this chapter is essentially that taught widely !O modern 
undergraduate students of chemistry and physics. That this theory is 
the best description of the microphysical world of elementary particles, 
atoms and molecules is not in dispute. It is what the theory means in 
terms of the relationship between its concepts and physical reality that 
has caused (and continues to cause) so much argument and debate. Thus, 
in the account which' follows, we should note that the concepts of the 
theory are given all interpretation that is not readily accepted by every 
scientist. 

Mathematical operators 

Despite their mathematical equivalence, the quantum theory taught to 
modern undergraduate students of chemistry and physics is based mostly 
on Schrodinger's wave mechanics rather than Heisenberg, Bom and 
Jordan's matrix mechanics. This is because students learn about the 
algebra of ordinary functions and their associated mathematical opera­
tors first; the mathematics of matrices is often regarded as a topic for 
more advanced courses. Consequently, the mathematics of the operator 
(Schrbdingcr) form of quantum mechanics is more familiar (although 
this does notllecessarily mean that it is easy to follow). All experienced, 
professional quantum 'mechanic' will quite happily move between bOlh 
descriptions. 

The most common mathematical language of quantum theory is 
therefore that of operator algebra, and the postulates of the theory are 
most often presented to undergraduates in this language. Operators are 
very familiar to us; they arc simply instructions to do something to a 
function - multiply it, differentiate it etc. However, it takes a lillIe while 
to get used to the idea of handling the operators by themselves, i.e. 
without having the functions present in an equation. In fact, in an equa­
tion containing only mathematical operators, the existence of some func­
tion in the appropriate coordinates on which the operatorS are supposed 
to operate is implicitly assumed. We will discover later in this chapter 
that we can go quite a long way in our analysis of quantum systems 
by considering the properties of operators and the assumed properties 
of the wavefunctiOIlS without actually having to solve the appropriate 
SchrOdinger equation. 

The position-momentum commutation reilltion 

Suppose I throw 'an apple into the air and you photograph it as it falls 
to the ground using a camera fitted with a rapid autowind facility. You 
take a sequence of photographs at fixed intervals in timc as the apple 
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falls to the ground. Each photograph is a record of the pos,tlOn of 
the apple (its height x above the ground) at a particular time in its 
motion. We could analyse the sequence of photographs to find the values 
of the apple's position and velocity (and hence its momentum in the x 
coordinate, P,) as a function of time. 

Further suppose that, for some obscure reason, we need to calculate 
the product of the apple's position and momentum. I choose to deter­
mine the product by multiplying position by momentum. You choose 10 

multiply momentum by position. No matter, since we know that for 
ordinary numbers and their associated units, xp, = p,x, or 

(2.1 ) 

and so we expect to get the same answers. Equation (2,1) is generally 
called a commutation relation, sometimes abbreviated using the notation 
[x,pJ, 

This might seem trivial, but the results of experiments lead us to 
conclude that eqn (2.1) does nol hold for quantum particles like eJec­
trons or photons. The corresponding quantum mechanical version of 
cqn (2.1) is 

(Z.2) 

where i = J - I. This is known as the quantum mechanical posl!!On­
momentum commutation relation. As we have said before, Planck's 
constant h is a very small quantity and so measurements made on macro­
scopic objects like apples will lIever reveal behaviour other thall that 
described by eqo (2,1). However, for microscopic objects like electrons, 
the magnitude of Planck's constanl becomes extremely important. 
lncidentally, eqn (2.2) demonstrates once again that classical mechanics 
can-:be .J:!£.',ivere§.:,rro!p_'lill.r u rri II.' ecll-"..iircs--b y approxima tlnnTo 
zero, -~--~--~--~- - -- -' --,--

"·-Wehave alleas! two ways of proceeding from here. We cannot explain 
eqn (2.2) if we treat x and p, as ordinary quantities. Either we treat 
them as non-commuting matrices (ef. Section 1.4) or as non-commuting 
mathematical operators. I f we choose to use matrices, we are led to 
matrix mechanics. If we choose operators, we have to assume that there 
mllst exist some funclion which depends on x (let us call it a wavefullc­
tion .J;) on which the operators are supposed to operale, Putting this 
wavefunclion into eqn (2.2) gives 

(2.3) 

where we have used carets C), to remind us that x and p, should now be 
regarded as mathematical operators. 

I 
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Now we have to decide what form x and Px should take to satisfy 
eqo (2.3). We ca!l start by making the operator x equivale.n!tQ'mul1i:, 
plication by the value-or x~just as mcIiiSSlcannecIianics and setting 
px'proISortlonartO;f;'iix'(forureaSOiiSthat ;rrrbecomc' imme'dialely' 
apparent). We'use a parti"al differential operator because we need to 
assume that the values of any other coordinates on which if; might depend 
are kept constant for the purposes of differentiation. Let us in fact 
assume that fix = ad/ax, and use the commutation relation to find out 
what the constant a must be. From eqn (2.3) we have 

xa.!!... if; - a!!. (J0/!) = iliif;. 
ax iJx 

(2.4) 

No!e that we have dropped the use of the caret on x because it is now 
defined as multiplication by a quantity rather than a more elaborate 
operator. This is a convention which we will follow throughout this 
bOOK. 

The second term on the left,hand side of eqn (2.4) is lhe differential 
of the product of two functions which depend on x and which we can 
expand using the product rule, iJ(uv)liJx '" vo"lax + "au/ax: 

iJ raJ 
xa ax if; - a L'" + x ax if; = ihif;. (2.5) 

When lhe bracket on the left·hand side of eqn (2.5) is expanded, the 
first and third terms cancel, a = -in and so j\ = -illa/ax. We can 
similiarly define py = - inil/ ily and p, = - illiJI oz. The square of p, is 
readily deduced from p; = p,.Px = -h'fj'/i)x' (remember i' = -1). 

How 10 ~derive' the Schrodinger equation (again) 

According to non-relativistic classical mechanics, the [otal energy of a 
particle is the sum of its kinetic and potential energies, eqn (i .20), which 
can be written in terms of p '" mv as follows: 

p' 
2m + V", E. (2.6) 

To get the equivalent quantum mechanical expression. we replace 
the physical Quantity p' with its quantum mechanical operator equiva· 
lent p', and introduce the wavefunction f. We take p' to be equal to 
(p! + iJ; + p;) =' (-/i'lJ';ax' - /i'a'/ay' - /i'a'/oz') =' _"'V' . The 
result is 

(2.7) 
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which is, of course, the non-relativistic three-dimensional Schrodinger 
wave equation. This exercise demonstrates that in the equations of quan­
tum mechanics;theva1Uescl-Observablequiintme~osjn()n aiiO 
mi5mentum are 'i;ep).es~d ~Ylh.~_rr>at.~ematical ope_ratcir§~l!.Y)£rdihese 
vlmren,1leiJThey operate Oll th,,-.~.a-;;erunCt!On.· . __ ... --.-,-.~~~ ... ~. ,,' ... ~---, .,~ .. --.--~,~ 

Operators and the uncertainty principle 

In 1929, the physicist Howard Robertson showed that the product of the 
A , 

standard deviations of two non-commuting operators A and B is given 
by 

(2.8) 

A A " A 

where C is related 10 the commutator [A, BJ, by [A, BJ = iC, and I < C) I 
represents the modulus of the average value of C. This result is quite 
general, independent of the significance of A and Ii or their interpreta­
tion as operators for physical quantities. 

Some physicists have argued that eqn (2.8) justifies the view that the 
Heisenberg uncertainty relation should be regarded as a fundamental 
law of nature. Since D.xAp.;;, h141f, for x and P. the term equivalent to 
I (C> I in eqn (2.8) has the value fl. Hence Ix, fix J = in. We used this I 
position-momentum commutation relation to deduce the form of f; 
needed for the quantum mechanical version of the equation for the total' 
energy of a particle, and arrived at the Schrodingcr equation. Thus, in 
principle, all of quantum mechanics can, via eqn (2.8), be deduced from 
the uncertainty relation. 

2.2 THE POSTULATES OF QUANTUM MECHANICS 

Contrary to popular belief, science is a very untidy discipline. This is seen 
to be true nowhere more than in the historical development of quantum 
mechanics. The revolutionary new theory that was to replace the classical 
mechanics of Galileo and Newton in the microphysical world was born 
amid confusion and desperation and grew up amid confusion and argu­
ment. By the end of the 1920, most physicists accepted that quantum 
theory had quite a lot going for it, but were unsure about how it should 
be interpreted. The theory had tremendous predictive power, and it 
scored success after success when put to the test in the laboratory. Where 
it failed the test, subtle but mathematically logical modifications 10 the 
theory were introduced which made it even more powerfuL It became 
clear that, although the theory was difficult to understand, it was cnor-
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mously useful and the gains from using it more than outweighed the 
doubts about what it meant. 

Although the arguments about the interpretation of quantum theory 
were far from resolved, by the end of the 19205 there were few problems 
with its mathematical structure. Wave mechanics and matrix mechanics 
had been shown to be equivalent, and there could be no doubt that 
physicists knew how the theory should be applied. For some problems, 
wave mechanics offered the most accessible route to the solutions; for 
others matrix mechanics was the preferred choice, 

We saw in Section 1.3 how Einstein, faced with the problem of 
explaining a fixed speed of light, raised that fact to the status of a postu· 
lat~ and used it to deduce the special theory of relativity. Schrodinger's 
version of quantum mechanics makes use of the mathematical properties 
of the wavefunctions and their relationships to observable quantities 
such as posilion, momentum, and energy ~Although phlSiicis!s'l'i!lhl 
aE~uea~!.!!t':. ~njgg:2Lili~avefu!!£!io.ns, there w~o dispu.l~­
a_t:.0ut.how the .",a.v.!'fun<:!lgn3uEo'~L'Lb'£"!Tl'!!l!f'ulated liLa.brain result~. 
th<l~cp_'!IQ..Q~ ~o!Tl.p<lr.eg_\V}t.l1.<:.xperil:n_en I.a1 !Tl.$.as.urern..!n t~: . .c:~q uelltl~ , 
!he""~,,"istence" of the wavefuncti()!l~_aE9.!)1", .s~Cj.ll..e.Il£~.()L op~_a!lons that 
has to be done on the"nilo obtain the results were elevated to'lh-e status" -"-_._,---,,. -" .~ . - ,-"' ---"-.~ ,--- - .-~ ",-

of postulates. This was done principally by the mathematician John von 
"Neumann,and the details were described in his book Mathematic(11 
found(1tions of quantum mechanics, first published in Berlin in 1932. 
The postulates promote the view that, rather than worry overmuch about 
where the wavefunctions come from, we might as well accept thaI they 
exist and use them to tell us interesting things about the microscopic 
world of molecules, atoms, electrons, and photons. 

The postulates of quantum mechanics are the foundation stones upon 
which the most widely accepted version of the theory is built. From now 
on, we will refer to this most widely accepted version as the 'orthodox' 
interpretation of quantum theory. For the present, we will accept the 
postulates without question - to a certain extent, their justification 
comes from the fact that the theory which flows from them is arguably 
the most highly successful theory of physics ever devised, We will reserve 
our discussion of their validity until later chapters. 

The wavefunclion 

Postulate 1, The stale of a quantum mechanical system is completely 
described by the wave function "'". 

Here the subscript n serves as a shorthand for the set of one or more 
quantum numbers on which the wavefunction will depend, For example, 
the wavefunctioll of an electron in a hydrogen atOm is completely 
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specified by the set of quantum numbers n, I, m, and m,. The values 
n = 2, I = I, m, = 0 and m, = + y refer to one, and only one, state of 
the electron (recognizable, by convention, as a 2p, electron with spin 
up). We will use,p" (or ,pm' ,p" etc) to denote wavefunctions that refer 
to specific states. of a quantum system and will continue to use'" to 
denote a general wavefunction. 

The wavefunction will be a mathematical function in whatever coordi­
nate space is appropriate for the system under study, and there will 
be as many quantum numbers as there are coordinates. For example, 
electron wavefunctions for the hydrogen atom can be represented in 
three spherical polar ceordinates and an 'internal' coerdinate associated 
with the spin ef the electron. For thcj2J:esent·,.-wewi!Ueave open the exact 

-.~- ----.-~- - -_.-
~lLa!ule of the wavefunction, Dill will accept that it somehow 'conlains' all 
~t~~egabQ1!L!l1e gUf!!lwms:Ystemit d~cnf:;es::--­

\ According to. Bern's interpretation, the w3vefunctions represent prob­
\ ability 'amplitudes', and the square of the wavefunction gives the prob~ 

ability density of the quantum particle in a particular region Of space. 
Because the wave functions may be complex, it is necessary to. calculate 

f this probability density from the product I'" I' = ",'';' if the result is 
geing to be a real quantity ("'. is the cemplex conjugate of f). If we wish 
to know the probability of finding the particle in a specific region of 
space, it is necessary to multiply the probability density by the volume I 

element to which we refer (much as We would determine the mass of some 
material by multiplying its mass densi1Y by its volume). Because the 
'space' in which the wavefunction is represented may be a complicated, 
many-dimensional configuratien space, we replace the volume element 
by a generalized spatial element dr. Thus, the probability of finding the 

. particle in the region d, is given by ,p·';'dr. Because there is only one 
~ particle and it must be found somewhere, the integral over all spatial 

elements dr must be unity, i.e.; 

(2.9) 

This is known as the condition of normalization. 

Operators for observables 

I Postulate 2. Observable quantities are represented by mathematical 
I operators. These operators are chesen to be consistent with the position­
t momenWm commutation relation . 
• I The term observable quantity (or just 'observable') is used to signify 

all the quantities that we could, in prinCiple, measure, such as position, 
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momentum, energy etc. By choosing operators that are consistent with 
[x,p,] = iii, we are laking the commutation relation (or, as we have 
seen, the uncertainty principle depending on your point of view) to be a 
fundamental 'truth' which is deemed not to be in need.of proof. This is 
similar to Einstein's elevation of the speed of light to a fundamental cons-

. tant whose in variance is accepted but cannot be proved. 
According to this postulate, every observable must have a correspond­

ing operator in the theory. We have seen in the previous section that the 
position operator can he chosen to be simply 'multiplication by x', as 

.in classical mechanics. This choice for x forces the linear momentum 
operator fix to take the form -iha/ax in order to satisfy the commuta­
lion relation. The operator for the total energy is called the Hamiltonian 
operator if. It consists of kinetic and potential energy operators, usually 

A A 

given the symbols Tand V respectively. T is usually a differential opera-
tor (it is obviously closely related to fi') and V is usually just 'multi­
plication by V'. Thus, the Schrodinger equation, eqn (2.7), can be 
written succinctly as follows: 

where 

A A 

H=T+ 

A 

iN = E>/I 

h' 
V= - - 17' + V. 

2m 

(2.1O) 

(2.11) 

Equation (2.10) has a form characteristic of an eigenvalue equation: 
a mathematical operator (in this case if) operates on some function to 
give the same function multiplied by the value of some quantity (in this 
case E). Functions that satisfy such an equation are said to be eigenfunc­
tions of the operator (if) and the corresponding values of the quantities 
(the energies) are called eigenvalues. We can say that if the specific 

A A 

wave function >/In is an eigenfunction of H, then H"'. = E."'. and its 
eigenvalue is E,. Different specific eigenfunctions -.;" "'m - mayor 
may not have different energy eigenvalues-E" Em. For example, the 
energies of the electron wavefunctions (or orbitals) of the hydrogen atom 
depend only on the principal quantum number n. In the absence of a 
magnetic field, states with the same value of n but different values of I, 
m, or m, will therefore have the same energy. 

The values of observables 

Postulate 3 The mean value of an observable is equal to the expectation 
value of its corresponding operator. 
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For a specific wavefunction ,p" the expectation value of some opera­
tor A is defined by the expression: 

, 
(A ) _ f""'~A""'!,~: 

n - lv':I/;,dT 
(2.12) 

This expression appears to have arrived out of the blue, but it is, in 
fact, related to an equivalent expression from probability calculus. 
Lei us examine how the expectation value is related to the value of an 
observable for the case when v', is an eigenfunction of A. Denoting the 
corresponding eigenvalue as 0" we have Av', = 0,1/;,. If we multiply 
both sides of this equation from the left by 1/;:: and integrate over all 
spatial elements, we obtain: 

(2.13) 

Note that 1/;: on the left-hand side of eqn (2.13) multiplies the result of 
A " 

the operation of A on >/;, and I/;!A"', * AI/;!I/;,. There is no such rest ric-
lion on the right-hand side of eqn (2.13): a, is just the value of some 
quantIty which is independent of the coordinates and which can tllcre, 
fore be taken out of the integral. From eqll (2.13) we have 

(2.14) 

Equation (2.14) applies only if t, is an eigenfunction of A. Although 
postulale 3 refers to the 'mean value' of an observable, we can see 
from eqn (2.14) that when v', is an eigenfunction of A the expecta­
tion value is exactly an' We will see later that the use of the word 'mean' 
becomes necessary when we consider functions which are not eigen­
functions. Obviously, if t, is normalized, J v'il/;,dT = I and (A,> = , 
J ",:A"" dT = a •. 

We have seen how the wavefuflctions may sometimes be complex 
functions. The operators too can sometimes be complex (as in Px = 
-iliil/ilx), However, if postulate 3 is to make any sense, the eigenvalue 
of an operator representing an observable must be a real quantity if we 
are to interpret it as the value of the observable, since this is something 
that wecan, in principle, measure in the laboratory. This is an important 
restriction. OJ:!erators whose eigenvalues are exclusively re'al are c;;llea 
h--er-m-i"'tianopera!Ors:-Their-intcgrafS-ha"ve-th-e i:iropertytliat --

---~; I ~:~I/;:~~---D;;~~:~:r-- (2.15) 

, 
where tm and 1/;, are eigenfunctions of A, 
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Furthermore, as a result of this property of the operator (called 
hermiticity) any two eigenfunctions are also orthogonal, i.e. 

(2.16) 

If the eigenfunctions are also separately normalized, so that 
I "':;"'m dr = jlf:""d7 = J, then 

(2. J 7) 

where oorn = 0 when n * m and I when n = m. Eigenfunctions that lire 
both orthogonal and normalized are said to be orthonormal. 

The first three postulates capture the essence of the operator form of 
quantum mechanics. There are further postulates, but these three are 
the most important. They firmly establish the existence of the wavefunc­
lion and its status as a complete description of the state of a quantum 
particle, the replacement of the values of observable quantities (classical 
mechanics) with their corresponding operators (quantum mechanics) 
and they provide a recipe for using the wavefunctions and operators to 
calculate the values of the observables. All the rest follows. 

Complementary observables 

We saw above that if the expectation value of an operator is calculated 
using one of its eigenfunctions, the result is equal to the correspond­

,ing eigenvalue. If the quantum system of interest is specified by the 
. normalized wavefunction "'., then the measurement of some properly • 
I (A, > (position, momentum, energy etc) requires the evaluation of the 
. integral I .;,:)ilfn dr which, as we have seen, is equal to Q, if "'n is an 
eigenfunction of )i. There is nothing inherent in this process to limit the 
precision with which (An) (which is equal to a.) can be determined, i.e. 
there is in principle no uncertainty associated with (A.). 

Suppose we wish to determine a second property, say (B,), of tne 
state described by the wavefunction "'n. Clearly, from postulate 3, 

A A 

(Bn > = I.;,: B"" d, where B is the operator corresponding to this second 
observable (we have assumed that If, is normalized). If we wish to 
determine (Bn) simultaneously with the same arbitrarily high preci­
sion as we determined (A,), then we require (En) = b, where b, is the 
corresponding eigenvalue. Hence, "'n must be a simultaneous eigenfunc-
. A 

lion of B. 
We condude that in order to measure simultaneously two different 

observables of a quantum state to arbitrary precision, tne wavefunction 
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describing that quantum state must be a simultaneous eigenfunction of 
both of the operators correspOhding to the observables, >F" must be a 

~ A 

simultaneous eigenfunction of bOlh A and B. What docs this imply? 
A A 

Well, consider the action of the commutator [A, BJ on .p,' 
"A ..... A .... I' AA AA. 

[A, BJ "', == (AB ~ BA)"," = AB"'. ~ SA",. 

(2,18) A A 

== b.A,pn - G,By," 

= b'(lOnl/.tn - Gtlbtlt/;tI = 0, 
A A 

i.e. [A, BJ == a and the operators commute. 
Quite simply, we can measure the values of two observables of some 

quantum state to arbitrary precision only if their corresponding opera­
tors commute. We have already seen that simultaneous determination of 
the position and momentum of a quantum particle 10 arbitrary precision 
is not possible (uncertainty principle) because their operators do not 
commute. Such observables are said to be cOf!1plem.elllary: we can 
measure one Qr~!I)e:QIlfeTwi!li:a[j)iw;rily high precision but not both 
iiimtiltaneoi,;sly: This is an extremely irnportant PO;iH, i6 wllieliv.,c wlll . 

-oeretlirniiigfater:' ... . ..- .. .'. 

2.3 STATE VECTORS IN HILBERT SPACE 

The Dirac bracket nolation 

Integral equations like eqns (2.12)-(2. J 4) crop up all the lime in quantum 
mechanics, and it quickly becomes tedious to keep writing them out 
in full. An extremely elegant shorthand notation was introduced by 
Paul Dirac in 1939 which not only serves to reduce the tedium but also 
provides considerable additional mathematical insight. 

Instead of dealing with the wavefunction "'" we define a related 
quantum· 'state', denoted 11/,), of which 1/" is just an alternative 
representation, The quantity I >/;,) completely describes the state of a 
quantum system associated with a set of one or more quantum numbers 
denoted collectively by n (postulate I). It has all the properties and all 
the significance that we have so far invested in "',' including the latter's 
interpretation as a probability ampJitude whose modulus squared gives 
the probability density of the quantum particle ina glvenregi'on of space. 
I >/;,,) is called variously a 'ket', 'ke! vector', 'state' Or 'state vector', the 
last hinting at a significance that we will explore further in the next 
section, We will use the term state vector here. 

I 
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The complex conjugate of 1 Wn) is the 'bra' ("'. I. When a 'bra' is com­
bined with a 'ket', the result is a 'bracket'. The all-important inlegrals 
Ihal quantum theory routinely requires us 10 deal with are represented 
as follows: 

(2.1 9) 

In terms of the state vector 1 "'.} the eigenvalue equation equivalent 
A 

to A>#" = a."'" is 
(2.20) 

and state vectors that satisfy such an equation afe said to be eigenstates , 
of the operator A. 

Hilbert space 

If the wavefunctions and state vectors of quantum theory were functions 
only in 'ordinary' three-dimensional Euclidean space, then the theory 
would be nowhere near as abstract as it is. However, as we saw in Section 
1.6, both experiment and the relativistic version of the quantum theory 
of the electron demand the existence of a spin 'coordinate'. This is a 
new, internal, coordinate of the electron which is i10treiated in any w-ay . 
tOThetnreeconventionilICartesIancoorclinates:-(I(the -eTeci~on-"'-ere 
really a liny--p~~ticl~'SPinni~i(;n-iis-axis: it wouidbe possible 10 describe 
t his motion using Cartesian coordinates_) 

If the three dimensions of Euclidean space are insufficient to describe 
quantum particles, what kind of space is required? The answer to this 
question is relatively simple: quan..t.!!m l!ill:~jcLe§..Jlre.l'l:trticl~ in_Hilb~t 
space, named after the mathemaTICian David Hil1:l<:rt .{QLw_hQlJl-.J.ph_n.v~m 
Neumannwas -i-iilidenty:-mnjeif-space "is an abstract, mathematical ---- -"-_ ... _----------"--_ ..... "._,".- . ~.- .-._- .. "-'~-'-'- _ ..... . 
space consisting, in principle, of an infinite number of dimensions. We 
t~many-GiriienSiCms as are needed to specify compietely the state of 
a quantum particle. OUf use of this concept poses no real problems pro­
vided we keep ourselves to the necessary mathematical manipulations in 
Hilbert space. We can try to visualize what these manipUlations mean in 
terms of 'everyday' Euclidean geometry, but we must always remember 
what it is that is being represented. 

Obviollsly, there must be some kind of relationship between some of 
the dimensions in Hilbert space and those of Euclidean space, since we 
ean write down many wavefunctions in ordinary Cartesian coordinates. 
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In fact, Euclidean space is a small sub-space of Hilbert space. We will 
see below that state vectors have all the properties that we tend to 
associate with vectors in classical physics. except that classical vectors are 
vectors in Euclidean space whereas state vectors are vectors in Hilbert 
space, 

The expansion theorem 

In our discussion of postulate 3, we indicated that when the wavefunc­
tion (or state vector) is not an eigenfunction (eigenstate) of an operator, 
the resulting expectation value of the operator gives only the 'mean value' 
oflhe observable. Let us find out what is meant by this by supposing that , 
we wish to find the expectation value (A) of some operator A using 
some state vector 10/) which is not an eigenstate of A. Clearly, we can 
proceed only jf we can somehow recast the problem interms of the'­
elgensfates'of A, Since·weXiJ6wfili'ife.ger,vaTues"aria"we canm',ikeuse 
of properties 5~ch' 2sorthonormaliiy wlild, wek;;~;;s-;;Chej!iWslaies 
possess.Here-wefi·~dii extrenielY neJpfu!iom"keuseofan important 
TlicOrc,n of quantum mechanics, known as the expansion theorem or the 
superposition principle: an arbitrary, well behaved state vector Cim be 
expanded as a linear superi;ositlon of ttlecompietesei of eigenstate;OT 
.:..!:..::r~'-. ......... >-.".---~-.--~-.-- -.----.. -- .. ' .. -, .. -., .......... --. _. - .. -.---- I 

any herm'lmll operator. 
·-By-'welfbehaved' werr;ean thaI the slate vector has properties closely 
related to those of the eigenstates, so thai it has potentially the same kind 
of physical interpretation, and conforms to the same set of boundary 
conditions, By 'complete' we mean that the full set of eigenstate, of the 
hermitian operator are needed to specify completely the state 11V}. Such 
a full set is sometimes called a basis sel and the individual eigenstates 
are referred to as basis states. We should note that although we have 
defined this theorem 10 be one of quantum mechanics, it is actually 
related to a quite genera! mathematical theorem which is used to expand 
an arbitrary function as a series of simpler functions. A good example 
is the Fourier series, in whleh a complicated function can be expressed 
as the sum of a set of simple sine or cosine functions, What makes this 
principle applicable in quantum mechanics is the wave nature of quan­
tum part ides. 

To make life simple, we will assume that only two eigens!ates, I fro) 
and I"';), aiTi1eeaedto specify completely the state vector I 1Jr), I.e, we 
need a basis set of only two eigenstates, The expansion theorem suggests 
that we mix these two eigenstates together in some proportion that has 
yet to be determined, so we write 

(2.21 ) 
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where em and c, are mixing coefficients which indicate how much of 
each eigenstate is present in the mixture . 

. The expectation value of A in terms of 1lJ'} is given by 

(A) = ('tIAIlJ') 
( 't1lJ') 

(2.22) 

~ 

Let us evaluate this expression in stages. The effect of the operator A on 
I \fr) is given by 

(2.23) 

where we have taken the coefficients to the left of the operator since 
they are just numbers. The complex conjugate of 111') is the bra. < \fr /, 
given by 

(2.24) 

and so 
A ,~ 

NIAI'l') = (c!Nml +c:<.p,I) (cmA/¢-m> +c.A,¢-.» 
, ~ 

= Icml'(¢-mIAI¢-m} + c!c, <¢-mIAI¢-,> + (2.25) 

where !em I' = c~cm and I c, I' = c:c,. We now know from the pre­
vious sectio/l that if l.pm) qnd 1 ~,) are normalized eigenstates of A. 
then <¢-MIA I ""m) = am and ("",IA I"".) = 0 •. We can quickly deduce 

A 

that <,vmIAI"",> = <.fmla,I"') =ao<.fml",) =0. since the eigenstates 
are also orthogonal: Simlarly. <..vol A I ¥<m > = 0 and 

(2.26) 

Much the same kind of procedure can be followed to show that 
{'I'I 'I'} = Icml' + Ie, l' = I if 1lJ') is normalized. 

Equation (2.26) shows that the expectation value (A) is quite literally 
the 'mean value' of the observable: it is in fact a weighted average of the 
eigenvalues of the two eigenslales that make up 1'1'). 

We can see what is going on here a little mOfe clearly by drawing up 
the following: .. ~ \'I'1~ G.-.J'l' ... >.,G"\¥~> <4'1 'I'>_(C"I'U., c.'v'»)l< ,./ ... "1-'\ \.. '" ,,~ <"\ ~ c~.('''.\; <;,< , \ • c:,.'<"~I·~_>' c.~(' 

[ 
(.fml~llfm) (lfml~I.f, >] =[ am 0]. (2.27) 

("'oIAI""m> N.IAlv\> 0 a, 

Each element within square brackets on the left has a corresponding 
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element on the right. Equation (2,27) is, of course, a matrix equation,-
~ , 

The elements (I/;rnIA II/;rn> and <,p"IA l,p,,) are therefore sometimes 
referred to as diagonal matrix elements (because they lie along the 
diagonal from the top left to the bottom right of the matrix), The 

o A 

elements (II-m I A 111-") and (,p, I A I >fro) are sometimes called off·diagonal 
matrix elements. Clearly, if the state vectors l,pm) and I >f,,) are eigen· 

A 

slates of A, the off· diagonal matrix elements are zero. 
The' expansion_~b.eor~f!l is e,xtref!1."l)r in::R0rtant. ,J\lmostany probJ~J'!1. 

iii(jUantum mechanics JQL\\ibichJh.cJlIJ1c[i.QPal Lorm of the state vector 
. dr 3!Verl.!ll\:jiQil..i;<ID:!iQLl:.a~iJY.J:)~Jj§.d.!!.s:,"-<:L£e.l!. b~.}olVed in prin<:IP.le'by 
'expandillKthe.sJllIe.ve,;tor as a.lineaCSlmQJ)9sitiQn..2f eigenstates of the 
'Opera to:r __ ~jmes.P91ld.i og.1 0 ,theprope(\Y_y{!U!I~j!1leres ted.!!l.l omii(~! 
tOlal"'energy), 

·Wea're·completely free to choose whatever set of eigenstates we like, 
blll it makes sense to choose ones that bear some resemblance to the pro­
blem we are trying to solve. For example, the wavefunctions of electrons 
in molecules can be modelled using a basis of atomic wavefunctions. 
Unfortunately, because we need all of the wavefunctions to form a com­
plete set, including so-called continuum wavefunctions associated with 
ionized states, it is very difficult to reproduce the wavefunction of 
interest exactly, However, if we are happy to accept a small 'truncation' 
error, a judicious choice of basis will mean that we can get away with a 
much smaller number of basis s(~!es, 

Projection amplitudes 

What are the coefficients em and Co in eqn (2.21)7 We can answer this 
question in a quite straightforward manner by multiplying eqn (2.21) 
from the left by (1{m I: 

(,pml 'P) = crn(>fml,pm) + c,<,pml,p.> = em· 

This follows because (>fm 1 >fm) = 1 (normalization) and 
(orthogonality), Similarly, 

(2.28) 

(,pml,p,)=0 

(2.29) 

These expressions for Cm and C" can be used in eqn (2.21) 10 give 

(2.30) 

" No!e thaI }his should not be taken 10 imply ihat we have wandered imo m<llrix mechanics. 
These maId>; elements are integrals derived from Ihe oper~tor (Schrodinger) form of quanrum 
mechanics: Ihe matrix elements of matrix mechanics: are quite differenf (although they are 
related), 
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The terms <":'ml'/') and <,pol,/,) are sometimes called inner producis Or 

projection amplitudes. 
The use of the term projection is very evocative. It cements the rela­

tiollship between the ideas of vectors in classical physics and quantum 
state vectors. Imagine a vector v pointing in some arbitrary direction in 
Euclidean space. Such a vector might represefl! the instantaneous motion 
of a train; the train is going in a specific direction with a certain velocity. 
We draw an arrow to represent the direction of the vector and the length 
of th, arrOw represents its magnitude (Fig. 2.1). We define the vector to 
have a length of unity in some arbitrary unit system. Now suppose we 
want to 'map out' this vector in terms of its components along Cartesian 
axes (say x and y, as shown in the figure). We resolve the vcctor v into 
two orthogonal components; each component is also a vector which we 
represent as a coefficient multiplied by the unit vector corresponding 10 
that particular direction. In other words, 

(2.31 ) 

where Ux and Vy are the coefficients and i and j are the corresponding 
unit vectOrS in tbe x and y directions respectively. 

The coefficients Vx and v, are the projections of the vector v onto the 
x and y axes. They can be calculated as the inner products of v and the 
unit vectors: 

Vx = (i· v) = I i I I v I COSIX = COSIX 

Vy = (j. v) = Ii I I v I cos (90 - a) = sma 
(2.32) 

where IX is the angle between the direction of v and the x axis. The 

y 

Euclidean space 
vyi .. ______ ~ __ v 

"-,,a..L. __ ->L_,,~ ____ .. _ x 

v.- i 

Hilbert space 
c) W,,) - - - - - - - - - lo/) , 

Fig- 2.1 Comparison of unit vectors in Euclidean space ana state vectors in 
Hilbert space, 
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modulus I v I represents the magnitude of v and is independent of its 
direction. Obviously, I v I = Ii I = U I '" J since these are defined as unit 
vectors. Combining eqns (2.31) and (2.32) gives 

,,= j(h') + j(j·v). (2.33) 

Now compare eqns (2.30) and (2.33). In eqn (2.33), an arbitrary unit 
vector in Euclidean space is decomposed into two onhogonal com· 
ponents. The contribution that each orthogonal unit vector makes is 
determined by the magnitude of the projection of the arbitrary vector 
along the direction corresponding to that of the orthogonal unit vector. 
This projection is calculated from the inner product of the orthogonal 
unit vector and the arbitrary vector, In eqn (2.30), an arbitrary state vec­
tor in Hilbert space is decomposed into two orthogonal components. The 
contribution that each eigenstate makes is determined by the magnitude 
of the projection amplitude of the state vector along the direction cor­
responding to that eigenstate, This projection is calculated from the 
inner product or projection amplitude of the eigenstate and the arbitrary 
state vector. The analogy is complete: Slate vectors are (he unit vectors 
oj Hilbert space. 

Slate vectors and classic.l unit vectors 

Euclidean space is thn:e-dimensjonal and so only three unit vectors, 
usually symbolized by i, j and k, arc needed to specify completely an 
arbitrary vector. In contrast, Hilbert space has as many dimensions as 
we need to specify completely an arbitrary state vector. The parallels 
between state vectors and unit vectors can be dearly drawn out by con­
sidering their properties. 

Firstly, they provide unique represenlalions for quantum mechanical 
state vectors and classical vectors: 

quantum 

classical 

IIV) ~ 1.,p",)(o/mI IV ) + l.,pc)(o/,IIV), 

v ~ i( j·v).,. j(j'v), 

In general, these representations can be written: 

quantum IIV) = ~ ,.p, )(.p,IIV), , 
classical v = ~ 5(S·"}. 

j "'I" j, It 

Secondly, bOth state vectors and unit vectors have the property of 
orrhogonality: 

quantum N m I if, ) = 0, 

J 
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classical (i'j) = cos 90 0 = O. 

FinaHy. both representations have the property of completeness: 

quantum 

classical (i"v)' + (j'v)' = cos'a + sin'o: = L 

The idea of the stale vector thus brings with it many of the mathe­
matical properties we associate with vectors in classical physics. To some 
extent, this is very, helpfuL Because we are familiar with the idea of 
classical vectors and can visualize what they are and how they combine, 
we are provided with an interpretation of state vectors that is intrinsically 
appealing, However, we should be under no illusions, The state vectors 
have propenies that classical vectors can never have. The state vectors 
are vectors in a mathematically defined space and they can show inter­
ference effects. Whereas we can 'measure' vectors in classical physics, we 
cannot measure state vectors directly: only the modulus-squared of the 
state vector is accessible from experiment. The analogy between state 
vectors and unit vectors is a mathematical one: it offers us 110 help in 
deciding what a state vector is, 

2.4 THE PAUll PRINCIPLE 

The problem of explaining extra Hnes in the hydrogen atom spectrum 
was solved by introducing the idea of electron spin and its justification 
through the Dirac equation, All seemed to be well, but when physicists 
looked closely at the spectra of atoms containing more than one electron, 
they found that some lines seemed to be missing. There are two possible 
explanations for the non-appearance of an otherwise expected atomic 
line. Either the transition between quantum states responsible for the line 
is for some reason extremely weak or something is wrong with the theory 
and the quantum states themselves are not really there, The former 
explanation is often invoked in modern atomic and molecular spec­
troscopy: there is usually something about the state vectors involved 
that makes the transition a 'forbidden' one. However, it was the laller 
explanation that was used in the mid-I 920s to explain the 'missing' Jines 
in the spectrum of atomic helium. 

The exclusion principle 

The state of an electron in an atom is completely specified by the set of 
four quantum numbers n, I, m, and m" We know that as we add mOre 
and more electrons to an atom. they tend to occupy higher and higher 
energy orbitals. For example, once we have two electrons in the Is 
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(n = 1,1 = 0, m , = 0) orbital, that orbital is 'filled' and further elec­
trons must go into the higher energy 2s or 2p orbitals. Why? There was 
nothing in the Quantum theory of the early 1920s to suggest that two elec­
trons could not possess the same values of the four Quantum numbers. 
If there is no such restriction, why do the electrons not just all fall (or 
'condense') into the lowest energy orbital? 

In 1925, the Austria~~isist Wolf&.~!l&"p-'lulil?roposed ~ 
n.~_s.':r}no ·:.a§~h.i!~i': .. !l~fl~ral rull:.,_J.haLn0..J!"o eleC!r?~ coul::!.. 
possess the sam.1L~;;l oLYalucs .. o[ the JOUlJ.!lJilJilllillJiUmbers. Thus, as 
··w,:1eed electrons into an atom, the"best we can do is gett;.vo electrons 
into anyone ('[bila!. For example, an electron going into a Is orbital 
has n = J, 1= 0, m, = 0 and, for the sake of argument, we suppose 
it has m, = + t (spin-up). A second electron can go into the same 
orbital provided it adopts a spin·down, m, = - t, orientation. An 
orbital can hold a maximum of two electrons with their spins paired. 
Further electrons must go into a higher energy orbital. 

This is the Pauli exclusion principle, and its consequences are known 
to anyone who has studied elementary chemistry or physics. The exclu­
sion principle helps to explain the periodic table of the elements. It 
provides the basis for understanding chemical bonding. In essence, it 
underpins all of chemistry. But knowmg the principle, and using it to 
explain other aspects of the physical world brings us no closer to under­
standing why electrons have this property. We will see below that the 
exdusion principle is but one part of the more general Pauli principle, 
in turn based on the notion of indistinguishability, 

Indistinguishable particles 

If I were to acquire two apples that had exactly the same shape, size and 
coloration, and J were to place them side by side on my desk, we might, 
perhaps, agree that these apples are indistinguishable, But would this be 
strictly true? After all, I can use It metre rule to measure off the distances 
to each apple from the front and left· hand edges of my desk (the x and 
y axes) and note that apple I has coordinates X, ,Y, and that apple 2 has 
coordinates x,, y,. These two sets of coordinates must be different, 
otherwise the apples would occupy the same space (they would be the 
same apple). Thus, the apples are diStinguishable because they occupy 
differem regions of space. 

However, electrons are Quantum wave-particles. We saw in Section 
1.4 why we must abandon the idea that we can somehow keep track of 
an electron as it orbits the nucleus of an atom. Instead, we tend to think 
of electrons in terms of deloealized probability densities and the three­
dimensionaf shapes of their density 'maps' correspond to our familiar 
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pictures of atomic orbitals. If two electrons occupy an atomic orbital, 
how can we distinguish between them? We cannot now measure the coor· 
dinates of the two electrons in the same way that we can measure the 
coordinates of apples on n:JY desk. The fact is that the electrons, like all 
quantum wave-particles, are indistinguishable. 

The statistics of counting distinguishable particles are completely dif· 
ferent from those for counting indistinguishable particles. Remember 
from Section L I (and Appendix A) that Planck decided to use Bolti· 
mann's statistical approach in deriving his radiation law. However, , 
instead of assuming his energy elements to be distinguishable (as 
Boltzmann had always assumed when applying his methods to atoms 
and molecules) Planck purposefully made them indistinguishable. Paul 
Ehrenfest pointed om in 1911 that in doing this, Planck had given his 
quanta properties that were simply impossible for classical particles. Of 
course. photons and electrons are not classical particles. They possess 
wave· like properties too, and these properties lead to behaviour that is 

/' 

completely counter-intuitive if we try to think of photons and electrons 
as tiny, sdf-contained particles, 

Before we tie ourselves in knots, let us take a look at what indis­
tinguishability means in terms of state vectors. The state vector for a 
two-particle state (a state consisting of two electrons, for example) is 
just the product of the state vectors of the two particles. Thus, if particle 
I is described by the state vector l1fm), and particle 2 is described by 
the state vector 1""0)' the appropriate product state can be written 
1 1/;~ > 11/;;), where the superscripts indicate the individual particles. 

But these particles are supposed to be indistinguishable. We bave 
labelled the particles as I and 2 but if they are indeed indistinguishable 
we have nO way of telling them apart. We can certainly distinguish bet· 
ween the possible quantum states l1fm) and I if;,} since they can corres· 
pond to states with different quantum numbers, energies, angular 
momenta etc, but we cannot tell experimentally which particle is in which 
state. Thus, the product I 1/;;) 1 1/;~} is just as acceptable as I II' ~) I if;;), 
(Note that the order in which we write the functions down is irrelevant, 
I ,p;,.) I if;;> == I if;;) l,p;.)·) 

Because both of these product slate vectors are equally 'correct', 
we have to assume that we can write a total two-particle state vector, 
denoted I '1'''), as a linear 5uperpesition of both these possibilities: 

(2.34) 

This mixture must contain equal proportions of each product state 
(because they must be equally possible), and so it follows that 
Icm,i '" iC,ml. Furthermore, if we assume that Ii'''> is normalized, 
Icm,l' + Icoml' = I, and so Icm,l = icomi = IIh. 
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The only quantities accessible to us through experiment are the 
modulus-squares of the Slale vectors (the probability densities). This is 
why we have taken care to ensure that our conclusion about what the 
relationship between the coefficients must be is based on their moduli. 
However, the signs of these coefficients can certainly have important, 
measureable effects, as we will see below. 

Fermions and bosons 

There are obviously two ways of arnvlIlg at Icm,1 = IC,ml. Either 
em, = -c,m' or Cm, = c,m' Let us take a look at the firs! possibility. If 
em, = -c,m' and Ic""1 = IC,ml = 11-/2. then the total two·particle state 
vector has the form: 

1>1''') =:}z [1y,~>lf;> -If!>lf~J (2.35) 

Now let us exchange the particles. so that what was labelled 1 becomes 
labelled as 2 and vice versa. We find that 

I r , 

l.y"> = T2 lW">! f:> - If;) l,p~) J 
=Jz [1,p;>W,> -1,p;,>I,p;>] 

=_1>1''', 

(2.36) 

The stale vector 1 'f") is said to be antisymmetric (it changes sign) 
on the exchange of the particles. Note that, since only the sign of the 
state vector changes, its modulus-squared is indistinguishable from that 
obtained when the panicles are exchanged. The particles are experimen· 
tally indistinguishable~ their exchange should not (and does not) make 
any difference to quantities we can measure experimentally. 

Now consider what happens if we try toput two quantum particles into 
the same Slate, i.e. we make l,p,) = Ifm)' In this situation, 

I 'f") =:}z [If~) If~} -If~) If~}J = 0 (2.37) 

We conclude that quantum I?<if!lcles whose two-particle state vectors are 
-ifntisymmetnc to excha.!!&e are forbldaen from 'occupyin/iilie same quan-
-tum siate:-~what-;;;as!iiaieifaQQ\ie ror electrons, but our con-
c1'UsiOiilrueappIies toallparticles with antisy;nmeiiTcTwo.partlcle state 

vectorS: Sudi particlesarecollectlve!y calleCfTeriTIlons;ail<l1faveJ1aff=-­
- integraiSpm-quilnt'tim-numbers. Examples include electrons, protons, 
neutr6ris-andsomeatomic nuclei. 
~---- .. -
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The second possibility is em" = c,m' or 

In this case, the exchange of the two particles produces 

I ~1I) = Tz (I ,;,;.,) 1 f!) + 1 f;) 1 ,p~)J 
, 

= Ji [1!b~)I';';) + 1';';}lf;'>] 

= 1 ~"). 

(2.38) 

(2.39) 

i.e. the state vector 1 ~ll> is symmetric (it does not change sign) on the 
exchange of particles. Particles whose two,particle state vectors pos~ess 
.this p~~knQw'n as bosons, a~d hav_e zero orintegralspin qu~ .• 
tum nUE'b~:.§xaf!!.l'Ie!,...m.;:)llde RhO.l~!I<lso!J!.e atoJ!l1::. nuclet. 

"'-The Pauli principle applies to an quantum particles. -TIlIs-pdn· 
dp!e states that particles with half·integral spin quantum numbers­
fermions - must have two-particle (or, in general, many· particle) state 
vectors that are antisymmetric with respect to the pairwise interchange 
of particles. Particles with imegral spin quantum numbers - bosons­
must have symmetric many·particle state vectors. The Pauli exclusion 
principle is an extension of the Pauli principle as applied to electrons; 
the requirement for an antisymmetric slate vector for electrons means 
that electrons are excluded from occupying the same quantum state. 
These symmetry requirements arise naturally when tne effects of special 
relativity are introduced in the quantum mechanics of many·particle 
quaritu'in states, as was shown by Pauli himself. 

Readers might be forgiven for thinking that the Pauli principle pro· 
vides yet another layer of mysterious formalism for quantum systems 
containing many particles on top of an already quite impenetrable for­
malism for single particles. I sympathize, but there are, in fact, not that 
many mysteries. At the heart of the Pauli principle lies the indistinguish­
ability of all qua..'1ru~es, with fermionsaif@fng~in_ 

. the symmetry prope!1i~.§.Q[!!}.ru:. many-partic;.h:gate vectors. As we have 
."-~ .. ~--,".-----~-.-.- -----.:;;...-- ~---

seen, the assumption of indistinguishable energy elements was a neces-
sary part of Planck's 'act of desperation' which led ultimately to the 
development of quantum theory. 

Indistinguishability is a property of quantum particles that is intrin­
sically linked to their wave· particle nature, as is the position-momen­

.\IUm commutation relation and Heisenberg's uncertainty principle. All 
these problems are one problem. 
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2.5 THE POLARIZATION PROPERTIES OF PHOTONS 

Readers might be justifiably anxious that, in a chapter entitled 'Putting 
it into practice', we seem to have devoted ourselves to the mathematical 
formalism of quantum theory and have paid scant attention to its appli­
cation to 'real' systems. However, now that we have enough elements 
of the formalism in place, we can begin to look at how it should be 
used. Remember that in this chapter. we are accepting without question 
the postulates on which the orthodo, form of the theofY is based: 
detailed discussion of the validity of these postulates is deferred until 
later chapters. 

This section actually serves three purposes. Firstly. it provides uS with 
an opportunity to become more familiar with the way in which state vec· 
tors arc manipulated and related to measurable quantities. Secondly, by 
focusing on the polarization properties of photons, we are establishing 
the basic background needed to interpret the important experiments 
which lire described in Chapter 4. Finally. since simple experiments with 
polarized light are relatively easy to perform (and imagine), we can use 
them to highlight some curious quantum phenomena in a fairly straight­
f orw ard manner. 

Linear polarization 

We will begin with a discussion of the polarization properties of light that 
is based almost entirely on classical concepts. In the seventeenth century. 
Isaac Newton noticed that there appear to be two different 'types' of 
light, but it was the Dutch scientist Christian Huygens and. later. 
Thomas Young who produced an explanation. In terms of Maxwell's 
theory of electromagnetism, the electric vectors of transverse light waves 
confined to oscillating in one dimension only (plane waves) can take 
up two possible orientations that are mutually orthogonal and also 
perpendicular to the direction of propagation. We will assume that the 
direction of propagation of some plane light wave is along the z-axis. 
Thus, in vertically polarized light, the electric vector is confined to 
oscillate only in the x direction and in horizontally polarized light the 
electric vector is confined to oscillate in the y direction (see Fig. 2.2). 

Most people are familiar with polarizing filters - pieces of plastic film 
(often called 'Polaroid' film after the manufacturer's trademark). This 
film consists of an array of polymer molecules which shows a preference 
for absorption of light along one specific axis. Imagine that we take 
two pieces of Polaroid film placed one on top of the other and we 
arrange for them to be illuminated from bebind by a suitable light 
source. We arrange them so that the maximum amount of light is trans-
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direction 01 
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fig. 2.2 Vertically and horizontally polarized plane electromagnetic waves. 
Only the electric vector of the waves is shown; the magnetic vector oscillates 
at right angJes to both the electric vector and the direction of propagation. 

mitted through both filters. Now we slowly rolale one of the filters 
through 90° and note how the intensity of transmitted light falls until, 
when the axes of maximum transmission of the two filters are at right 
angles, no light is transmitted at all (the filters are said 10 be 'crossed'). 

The eye is a powerful but non-quantitative light detector. If we were 
to measure'the amount of light transmitted through both filters using 
a device such as a photomultiplier or a photodiode, we would discover 
that the intensity falls off according to the cosine-squared of the angie 
between the transmission axes of the filters. In other words, 

(2.40) 

where I is the transmitted intensity, 10 is the intensity of light trans­
mitted through the first filter and <p is the angle between the polarizers 
as defined in Fig. 2.3. This is Malus's law. 

We can readily interpret this law using classical concepts. We can 
suppose that the first filter transmits light polarized predominantly along 
its axis of maximum transmission - the filter provides a source of (in this 
case we assume) vertically polarized light. As the angle between the two 
filters is changed, the second filter transmits only the component of the 
electric vector of the vertically polarized light which lies along its axis of 
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v' 
\ 

v 

Fig. 2.3 Axis convention used in the analysis of linear polarization. 

maximum transmission. This component is the projection of the electric 
vector of the vertically (0) polarized light onto the new vertical (u') axis, 
and therefore depends on the cosine of the angle between them. Since the 
intensity of light is proportional 10 the square of the modulus of the 
dectric vector, the intensity of light transmitted through both fillers 
varies as cos l 'P. 

Polarization states 

How should Malus's law be interpreted in terms of photons? According 
to quantum theory. we can assign each individual photon transmiHed 
through the first filter to a state of vertical polarization. We denote such 
a stale by the stale vector If,). As the second filter is rotated, each 
photon is projected into a new state, 14<), with a probability equal 
10 COS'"". The intensity of light transmitted through both filters depends 
on the number of photons detected. This number is determined by the 
probability that each photon is projected into the slale 10/';) and there­
fore transmitted by the second filter. We cannot predict if anyone 
individual photon will be transmitted: we only know the probability with 
which it might be transmitted. 

The projection probability is the modulus-squared of the correspon­
ding projection amplitude: 

(2.41) 

(It is a convention to write the final state, in this case I"':)' on the left 
of the bracket and the initial slate on the righ!.) Although we can use this 
relationship to tell us the absolute value of the projection amplitude 
( I cos", I ) • we have no information at present on its sign. 

We have assumed that the firs! filter produces vertically polarized 
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light. However, we can use the axis convention given in Fig. 2.3 to 
deduce that 

1<';':1''''>1' = COS'"" 

1<>f:I>fh>I' = sin'~ 

1 (';',:I;!-,>I' = sin'~. 

(2.42) 

Exchanging the symbols in the brackets on the left· hand sides of 
eqns (2.42) implies the reverse processes, for which the results are iden· 
tical. The properties of the quantum states themselves mean that 
I (>f. 1 "".) I' = 1 (li-hl ';'h) I' = 1 (';':1 "';;>1 '= I N.:I "';;>1' = I and I (Y'h 1 ;!-,>I' = 
1 ('J< I,,":> I' = O. This follows from the assumption that the photon 
polarization states are eigens!atesof some operator(they are properITes 
th-at we carlCeftainly o!?~.erXe) ang a.reth.er.eI'-'.re.ortfionormal. rfiey elm 
a:lS015e (feauced from fi.Y..~.rninl!te~:.~9Xir"!g" with ifiep611rrlzatloiiTtTfefs. 

_,"_~,~~'ff'· ___ "·~·--_'_·_" .. ~ '-"-'~"~~~"'." .. " *'_ .•.• --.. -.-. 

Photon spin and circular polarization , 

Photon:; are bosons. They are quantum particles with spin quantum 
numbers s = I. Like the electron, a photon can have only one value of 
s, and there arc different ways that the photon spin can be 'aligned', cor, 
responding to the different values of the magnetic spin quantum number 
tn,. For electrons, S = t and so we have two possibilities: m, = + t 
(spin up) and m, = -t (spin down). As a general rule, quantum theory 
predicts the existence of states with values of m, in the series s, (5 - I), 
(5 - 2), ... ,0, .. "' - (5 - 2), - (5 - I). -5. This rule would lead us 
to predict that photons should have three possibilities for m" cOrre· 
sponding to m, = + !, 0 and -1. However, relativistic quantum theory 
forbids an m, = 0 component for particles travelling at the speed of 
light. This leaves us with juS! two possibilities and, by convention. we 
associate the m, = + I component with left circularly polarized light 
and the m, = -I component with right circularly polarized light. This 
makes sense if we remember that the spin property of a quantum particle 
is manifested as an intrinsic angular momentum. We define left circular 
as a counterclockwise rotation of the electric vector of light viewed along 
the direction of propagation and travelling towards the observer (see 
Fig. 2.4). 

Although the spin property of a quantum particle should never be 
interpreted as if the particle were literally spinning on its axis, it is never· 
theless manifested as an intrinsic angular momentum. Thus, a beam con· 
taining a large number of circularly polarized photons (such as in a laser 
beam) will impart a measurable torque to a target. However, this angular 
momentum is not a collective phenomenon: in the absorption of an 
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fig. 2.4 Convention for circular polarization, 

individual photon resulting in electron excitation in an atom or molecule, 
the angular momentum intrinsic to the photon is transferred to the 
excited electron and lotal angular momentum is conserved. That transfer 
has important, measurable effects on the spectmm of the absorbing 
speC1CS. 

Linearly polarized light can be 'synthesized' from an equal mixture of 
left and right circularly polarized I1gh!. The evidence for this can be 
obtained by measuring the intensity of light transmitted through a 
polarizing filter. If we define the polarization states corresponding to 
left and right circular polarization as I fc > and I f.) respectively, we 
can do experiments to show that 

l<f,lf,>I' = ~ 

INhlfL)I'=~ 

l<vI,lf.>I' =4 
l<fhlf.>I' =~. 

(2.43) 

Thus. for example. left circularly pOlarized light incident On a polarizing 
filter will produce vertically polarized light with half the original inten· 
sity. In terms of photons, each left circularly polarized photon has a 
probability of + of being projected into a state of vertical polarization 
(and hence being transmitted) and a probability of f of being projected 
into a state of horizontal polarization (and hence being absorbed by the 
filter). We summarize these projection probabilities in Table 2.1. 
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Table 2.1 Projection probabilities, 1< IJ-l !~;) j 2, for photon poiarization states 

Final state 
Inittalst.te If,) 

I,,", > I <?, > If, > I II;: ) I", ) I", ) I,," ) 
I", ) 1 0 co.s2.p sin 2 'f1 1/2 112 I". > 0 1 sln2<p cos

2
"" 1/2 112 

I f~ } cosz¢ sin 2;p 1 0 112 112 
I,,~) ·srn2;p cos2tp 0 1 1/2 112 

I"", ) 112 1/2 1/2 1/2 1 0 
1,,"0 > 1/2 1/2 1/2 112 0 1 

Basis stales and projection amplitudes 

It should by now have become obvious that lhese three sets of Quantum 
states, I,,",) / l,ph ). l,p: )/1 f; > and l,p,}/ 1 ~R ), are all suitable repre­
sentations for photon polarizatioll states and they can therefore also be 
llsed as basis states, Although we use a convention to assign photons with 
lilt = ± I to Slates of circular polarizalion, those states can, in tum, be 
expressed as linear superpositions of states of linear polarization. 

For example, we can use the expansion theorem to write 

(2.44) 

and 

(2A5) 

Similar expressions can be written for I~. ) and 1 ~h ) in terms of 1 ~t > 
and l,p. ). We can obviously go no further until we find expressions for 
the various projection amplitudes. 

We can deduce the projection amplitudes for linear polarization states 
using the axis convention defined in Fig.2.3 combined with a little 
vector algebra. From the analogy between state vectors and classical unit 
vectors described in Section 2.3 we note from Fig. 2.3 that 

(2.46) 

where I,,":) and 1 f") are the equivalent of unit vectors along the u' , h' 
axes. Multiplying both sides of eqn (2.46) by ("<I glVes 

(2.47) 

since (f:1 if;: > = I and (if;:I,pn = O. We can similarly deduce that 
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(v'<1 W,.) = sin<p 

("':i"',) = cos (90 + <p) = -sm<p (2.48) 

(>I~I >p,) = cOS<p. 

Obviously, it follows that (>1.1 if'; I = (¥,;I >1,1 etc" i,e. the projection 
amplitudes for linear polarization states are symmetric to the exchange 
of initial and final stales, A quick glance at Table 2.1 reveals that these 
projection amplitudes are consistent with the corresponding projection 
probabilities, and hence they are consistent with experiment. 

We now need to go on to consider projection amplitudes involving 
states of circular polarization, We said above that the I "'~ )/1;&,), 
I ;&: ) / I "":) and l;!c, ) 11;!c, ) states serve as interchangeable sets of basis 
states for photon polarization. We can therefore express the state l;!c:) 
as a linear superposition of l;!cc) and I¥<"): 

(2.49) 

Multiplying both sides of Ihis expression by ("',I gives 

<;!c~I.p:) % <,,",I;!c,><;!c,I¥<:> .: <"',1"")('>/'.1,,";) = cos<p. (2,50) 

From Table 2, I, we know that I(;!c, I ft) I = I (,pc I ,,",:) I = 1(;&,1 f,)1 = 
I (;!c. I "':) I = 1/../2. There can be no way of reconciling the moduli of 
these prOjection amplitudes with eqn (2,50) without recognizing that 
some of the projectioh amplitudes must themselves be complex, We 
recall that ! 

I ( , . ) 
! COSy? = 2. e ''i' + e ' .... 

(2.51) 

and so we (qui Ie arbitrarily) identify the first term on the right, hand side 
of eqn(2.51) with the term <;!c,lfL)(;&,I"';) and the second term 
with <"',I;!c.><"'.I;&:), i,e. 

I . 
< "',I¥<,) 5 fcl ¥<: > = :;> e >¢ 

(2,52) 

Furthermore, since it is logical to associate the terms in e,i. with those 
projection amplitudes involving the state 1;!C:), we can decompose 
the expressions in eqns (2.52) to give the individual amplitudes as 
follows: 
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(2.53) 

Notice that 1 <¢-ll"';) I' = 1<¢-RI¢':>I'=f, as required. If this seems 
to be a completely arbitrary procedure (we could just as well have taken 
< y\ 111'-1. ) < ¢-L I¢-: > = e' '. / -J2), it is because this is exactly what it is. 
Remember tliat we have no way of knowing the 'actual' signs oflhe phase 
factors because that information is not revealed in experiments. How­
ever, we can adopt a phase convention which, if we stick to it rigorously, 
will always give results that are both internally consistent and consistent 
with experiment. 

Using the phase convention determined by the choices made in 
eqns (2.52) and (2.53), we can USe the same general procedure to deduce 
all the projection amplitudes for ali of the basis states. They are collected 
in Table 2.2. Note from this table that our phase convention leads to 
Nri ¢-, > = < if;, I¢-, >', where i and f are any of v, h, v', h', Land R. 
We will now make use of these projection amplitudes in our dicussion 
of quantum measurement. 

2.6 QUANTUM MEASUREMENT 

Polarizing filters like the ones used in the above discussion are actually 
not very efficient. Such a filter might transmit as little as 70 per cent of 
linearly polarized light through its axis of maximum transmission. This 
is an annoying problem. but we can overcome it by switching to an alter­
native kind of polarization analyser. One such alternative is a piece of 
calcite. a naturally occurring crystalline form of calcium carbonate. 

Table 2.2 Projection amplitudes, (I/;, h"i L for photon polarization states 

Final state 
Initial state I Wi ) 

"~~"~----

I If, ) I If, ) I If, ) If~ ) IIf~) Ih) I If A ) 
-~~-- .. -----~-- .. ---

I"', ) 1 0 COS<p Stn<p 11-./ 2 1/-./2 

I If. ) 0 1 - siorp COS,*" if-./ 2 - if-./ 2 
If~ ) COS;p ~ sin!p I 0 .-i'/-.l2 e i'!-./ 2 
! ~ I~ ) sio<p cos,/, 0 1 ie- iPtJ2 - iei"',J 2 
I ;JOe ) 1/-./2 - il../2 .;'/../2 - ie¥I../2 1 0 

I fA) 11-./2 il-.l2 e-;·!.J2 ie-"1-./2 0 1 
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Calcite is naturally birefringent; it has a crystal structure which 
has different refractive indices along twO dlstinct planes. One offers an 
axis of maximum transmission for vertically polarized light and the other 
offers an axis of maximum transmission for horizontally polarized light. 
The vertical and horizontal components of light which is a mixture of 
polarizations are therefore physically separated by passage through the 
crystal. and their intensities can be measured separately. With careful 
machining, a calcite crystal can transmit virtually all of the light incident 
on it. 

There arc a number of ways of obtaining a source of left circularly 
polarized light. These vary from a standard (i.e. uopolarized) light 
SOllrce passed through an optical device known as a quarter-wave plate 
to an atomic source that relies on the quantum mechanics of photon 
emission_ An example of the latter is a beam of atoms that are excited 
to some electronically excited state from which emission occurs. If 
angular momentum is to be conserved in the process. the emitled photon 
must carry away any excess angular momentum lost by the excited elec­
tron as it returns to a more stable quantum state. An appropriate choice 
of states between which the transition occurs can give rise to the emission 
of photons exclusively with m, ~ !. We wil! meet this kind of source 
again in Chapter 4. 

A beam of left circularly polarized light entering a calcite crystal wil! I 
split into two beams, one of vertical and one of horizontal polarization 
(see Fig. 2.5). We can use detectors (such as photomultipliers), placed in 
the paths of the emergent beams, to confirm that each has half the inten­
sity of the initial beam. This is consistent with the photon projection 
amplitudes and probabilities we deduced ill the last section. 

But let us now reduce the intensity of the incident left circularly 
polarized light so that, on average, only one photon passes through the 
crystal at a time. What happens to the photon? It canDot split into two. 
one half following one path and the other half following the other path. 
because the photon is a 'fundamental' particle. Besides, if we really could 

lott circularly 

-+": V ::J _. _-777'17,,--_: ~:~::~:al 
calcite crystal 

Fig. 2.5 A calcite crystal splits left circularly polarized light into two equal 
vertical and horizontal components, 
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split a photon in half, we would necessarily halve the energy (and, from 
c = "v, the frequency). A simple experiment to measure the frequency 
of each transmitted photon confirms that it has the same value as the 
incident pholon. If the photon follows only one path through the crystal, 
it must emerge eifher from the vertical 'channel' or from the horizontal 
'cllannel'. 

Measurement operators 

We will see in the next chapter that the orthodox interpretation of quan­
tum theory insists that the nature of the measuring apparatus, and the 
way it is set up, is of primary importance in the analysis of quantum 
systems. In our example developed above, we have put together a device 
to decompose the incident light into vertical and horizontal polarization 
components, which are then detected. The whole process of passing a 
photon through the calcite crystal and detecting it can be represented as 
an operator: the apparatus is, after all, a set of instructions to do various 
things to the state vector of the incident photon. We denote such a 

~ 

measurement" operator as M. 
Now if we pass a vertically pOlarized photon through an ideal calcite 

crystal, it will emerge exclusively from the vertical channel and be 
A 

detected. Thus, the effect of M operating on If"> is to produce the 
'result', If,). Imagine we have the apparatus rigged so that a red light 
comes on if a photon is detected through the vertical channel. We may 
conscientiously enter this result in our laboratory notebook, perhaps 
representing it by writing R •. 

The above reasoning allows us to write 

(2.54) 

i.e. the state veclor for vertical polarization is an eigenstate of the mea­
surement operator, with eigenvalue R •. This is merely a statement that 
the apparatus is set up to measure vertical polarization. 

I f we set up the apparatus so that a blue light comes on jf a photon 
is detected through the horizontal channel, then we can use similar 
arguments to show that 

(2.55) 

where R. is the corresponding eigenvalue. Note that it is unnecessary 
for us to figure out the exact mathematical form of M: its properties and 
effects on the state vectors are defined by the way we have the apparatus 
set up. 

The state vector of a left circularly polarized photon can be expressed 
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as a linear superposition of l>f, > and l>f") which, using eqo (244) and 
the information given in TabJe 2.2, we can write as 

Iv'L} = d-i (I.t, > + i If" » (2.56) 

The effect of passing a left circularly polarized photon through our 
measuring apparatus is therefore given by 

A 1 A " 1 
M h\ > = T2 (M I >f. > + iM 1"Ie" > )= 72 (R.I>f, ) + iR, I f" »). 

(2.57) 

If we assume I >/II) to be normalized, the expectation value of the 
A 

operator M for the state I fl. } is given by 

A I I 
< ML > = (>/IL IMlf,) = 72 ( >/1.1 - i (f"I}T2 (R.lf,) + iRe If"») 

= ~ (R, < >f.r f. > + iR" < f.1 fh > - iR, < v\ l>f,·) + Rh < >f" I v\» 

I 
= 2. (R, + R"). (258) 

This last equation indicates that we expect to see the red light and the blue 
light come on with equal probability. This does not mean that both lights 
are 'half on'. It means that, on average, the red light comes on for half 
of the photons detected and the blue light comes on for the other half. 
The theory does no! allow us to predict with certainty which light will 
come on for a given incident photon. 

Another way of looking at the measurement process is to say that, in 
order to obtain the result corresponding to the eigenvalue R" the initial 
photon state l.pc) must be projected into the state I >/I,). The effect 
of M on the state vector is to yield the eigenvalue R,. The correspon­
ding projection probability, I (>f, I V-l > I', is equal to t· 

The 'collapse' of the wavefllnclion 

An individual left circularly polarized photon must be detected to emerge 
from either the vertical or the horizontal channel of the calcite crystal. 
Prior to measurement, the quantum state of the photon can be described 
as a linear superposition of the two measurement eigenstates, eqn (2.56). 
After measurement, the photon is inferred to have beell in one, and only 
one, of the measurement eigenstates. Somewhere along the way the state 
vector has changed from one consisting of two measurement possibilities 
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( l.p,) and l.ph» to one actualily (I.p,) or lift,». This process is 
known as the 'collapse', or 'reduction', of the wavefunction. 

Readers might be inclined to think that we are labouring this point, but 
it goes directly to the heart of the meaning of quantum theory. What does 
eqn (2.56) actually represent? Might it not merely reflect the fact that 
left circularly polarized light is really a 50:50 mixture of vertically and 
horizontally polarized photons, and we use it because, prior to mea· 
surement, we are ignorant of the actual polarization state of anyone 
individual photon? If this is the case, each individual photon is present 
in a pre-determined I of, > or I t{t, ) state: each follows a predetermined 
path through the calcite crystal according to that state and is detected. 
Under such circumstances, the collapse of the wave function represents 
a sharpening of our knowledge of the state of the photon. Prior to 
measurement, the photon is in either I y,,) or I t{t.}, and the measure­
ment merely tells uS which. 

Or does eqn (2.56) really reflect the fact that the linear polarization 
state of the photon is completely undetermined prior to measurement? 
In this case, the collapse of the wavefunction represents more than just 
a change in our state of knowledge of the system. In fact, this way of 
thinking requires a fundamenral revision of our conception of the pro­
cess of measurement compared with classical mechanics. For example, 
I assume the length of my desk to be a predetermined quantity. Although 
I accept that I have no knowledge of this quantity until I measure it, I 
do not assume that the very act of looking at my desk to locate its edges 
in space changes its length from an undetermined into a determined 
quantity. In classical physics, to have no knowledge of a physical quarl· 
tity does not imply that it is not determined before a measurement is 
made. 

We will see in the next chapter that Niels Bohr and his colleagues in 
Copenhagen favoured the interpretation that quantum measurement 
involves the projection of a previously undetermined quantum state into 
some measurement eigenstate. Albert Einstein and his colleagues stood 
firm for a completely deterministic approach. Their arguments led to 
the development of an important test case, which we will review in 
Chapter 4. 

The lime evolution operator 

If the projection of some initial state vector imo a measurement eigen­
state is an intrinsic parI of Ihe measurement process, how is this projec­
lion described by the equations of quantum theory? The simple fact is 
that this process is not described at all. Since the act of measurement 
occurs within a finite lime interval- a detector changes in time from 
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some initial state 10 some final state--Ihe place 10 look IS the time­
dependent Schrbdinger equation, which we will now give: 

il ~ 
iii ,n I y} = HI >1'). (2.59) 

Like the time-independent Schr6dinger equation, eqns (2. JO) and (2.11), 
the time-dependent equation cannot be 'derived' in any rigorous way. 
In fact, it is often assumed as one of the postulates of quantum 
mechanics. 

Integration of eqn (2.59) gives: 

(2.60) 

where I Yo} is the state vector at some initial time I = 0 and I >1') 
represents the state vector at some later time. (This can be readily 
checked by differentiating eqn (2.60) with respect to I.) If, at first sight, 
the exponential term in eqn (2.60) looks very strange, remember that we 
can expand an exponemial as a power series: 

e ~ i}1r/{' :::::: 

A 0 A 

iHI H'l' iH'/J 
1--- - -- + -~ -;-. 

It 21t' 6fl' 
(2.61) 

from which it is more obvious how the terms in powers of if will / 
operate 011 the state vector I >1'0>' The exponential term is called Ihe 
time-evolution operator and is usually given the symbol O. Equation 
(2.59) can therefore be written succinctly as: 

~ -U = e -111(/{, , (2.62) 

The mOSl important lesson (0 be learned from eqn (2.62) is that the 
time evo/mion of a quantum system is continuous and deterministic. 
Once in the state I >1'0>' the quantum system will evolve continuously in 
time according to eqn (2.62). This equation cannOl describe the dis· 
continuous, indeterministic projection of I >1') into some measurement 
eigenstate. 

As we described in Section lA, Max Born found that to describe 
transitions between quantum states, he had to combine the continuous, 
deterministic equations of Schrodinger's wave mechanics with the dis­
continuous, indeterministic quantum jumps. Similarly, in his theory of 
quantum measurement, John VOn Neumann combined the continuous, 
deterministic equations describing the time evolution of a quantum 
system with a discontinuous, indeterministic collapse of the wavefunc­
tion. The latter cannot be obtained from the former. We will look at the 
further implications of this approach in the next chapter, and we wjJI be 
returning to von Neumann's theory of measurement in Chapter 5. 
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Some fUll with photons 

Before we leave this chapter, it is worth taking a quick look at some of 
lhe curious observations that can be made with photons, observations 
that we must attempt to interpret in terms of quantum theory. These will 
serve to whet the appetite for the fun which is to follow in the remaining 
chapters, 

Thomas Young explained his observation of double-slit interference 
using a wave theory of light. A light beam of moderately high intensity 
incident on two closely spaced, narrow apertures produces an interfer­
ence pattern consisting of bright and dark fringes. Now imagine that we 
reduce the light intensity of the source so that only one photon passes 
through the double-slit apparatus at a time, to impinge on some photo­
graphic film. Such experiments can, and have, been performed in the 
laboratory, After a significant number of photons have passed through, 
we find that the interference pattern is clearly visible (the equivalent 
experiment with electrons was described in Chapter I, see Fig_ 1.3). 

jfwe assume that an individual photon must pass through one-and 
only one-slit, we should be able to repeat the experiment using a detec­
tor to discover which one, However, when sLlch an experiment is done, 
we find that the interference pattern is replaced with a completely dif­
ferent pattern corresponding to the diffraction of light through the 
remaining open sliL The act of removing the detector and unblocking 
the second slit restores the interference pattern. We conclude that if a 
photon does pass through one slit, it must be somehow affected by the 
second, even though it cannot 'know' in advance that the second slit is 
open. 

We have seen that a calcite crystal can be used to decompose left cir· 
cularlY pOlarized light into vertical and horizontal components. If we 
take an identical crystal, and orient it in the opposite sense, we can use 
it to recombine the vertical and llOrizontal components and reconstitute 
the left circularly polarized light (see Fig. 2.6)_ That such a reconstitution 
can be achieved has been proved in careful laboratory experiments, 

Now suppose that an individullllclt..circularly polarized photon passes 
through the first crystal and emerges from the vertical channel. The 
photon enters the vertical channel of the second crystal. At first glance 
there seems to be no way of obtaining a left circularly polarized photon 
out of this, and yet this is exactly what is obtained as the light intensity 
passing through the arrangement is reduced to very low levels. A detector 
can be used to check that the photon passes through one-and only 
one-channel of the first crystal. The photon therefore appears 10 be 
'aware' of the existence of the open horizontal channel, and is affected 
by it. Close the horizontal channel by inserting a SlOP between the 
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Fig. 2,6 Two calcite crystals placed 'backAo-back' produce some curious 
results. 

crystals and the possibility of producing a left circularly polarized 
photon is lost: a vertically polarized photon emerges. 

These two examples illustrate that, if we are right in our assumptions 
ahout the behaviour of individual photons, the further assumption that 
they pass through an apparatus as localized particles is wrong. The 
non-locality implied by the panicle's dual wave-particle nature gives 
rise to effects that seem to contradict common sense. According to the 
orthodox interpretation of quantum theory, the Slate vector of a quan~ 

wIn particle is non-local: it 'senses' the entiremeasuring- apparatusaiid 
.-;;;;;; be affeCiecll.liope'iiSTfts""Or eflannels In p"OrafiZa.llonanalysers mways 
that a localized p'!,r!icie ca".flOC This is why the niiillie ofihe·ITteaSurlng 

-ap.£1l.fl1tus IS believed t~.e..!o imJPrfanL_,lhe_a~measurement 
itself - which Q.~i!lLwithlhe. blacJu:nin&..oLph.QtQgr:.ai)liI~_€:111~Is.ion6r 

tne production of an ele.::!rjC.CJlnC,IlUI1.aPi:J.OI9ml!l,iplicr - 'contentrates' 
. the state vector jnt9~.lLSJI!aLLregiolLoLspace and hence-'focalizes' the 

quantum 'jJarticlZ ........ - ..... . 

-')\lthough welulve-uied to take care to preface many of the conclusions 
drawn in this chapter with the phase 'the orthodox interpretation', the 
fact is that this interpretation is the one taught to the majority of 
undergraduate chemists and physicists. It has therefore been important 
to go through it, if only so that readers can recognize it for what it is. 
If we are prepared to accept this interpretation, there are a number of 
consequences that follow automatically. Many sciemists find these con­
sequences so unacceptable that they reject the theory as somehow 
incomplete. This was Einstein's view. We will now examine these conse­
quences in detail. 
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3 
What does it mean? 

3.1 POSITIVISM 

The strange behaviour of photons described at the end of the last chapter 
immediately raises all sorts of questions about the meaning of quantum 
theory, We might be encouraged to look for this meaning by going back 
to the theory's mathematical structure: perhaps by trying to find out how 
we might better interpret some of its elements, However. it is a central 
argument of this book that, no matter where we look, we are always led 
back to philosophy. At first sight, this might seem to be an odd thing to 
claim, After all, modern textbooks on qua!llum physics and chemistry 
rarely (if ever) discuss philosophy. We accept that the behaviour of 
photons is strange, but surely it is something that we can at least study 
experimentally-do we need philosophy in these circumstances? But 
this is the whole point. Quantum theory directly challenges our under­
standing of the nature of the fundamental particles and the process of 
measurement. and we cannot go forward unless we adopt some kind of 
imerpretation, As we will see. this interpretation has to be based 011 some 
philosophical position, 

We will argue this point by first showing that the orthodox interpreta­
tion of quantum theory developed by Niels Bohr and his colleagues in 
Copenhagen (the one laught by design or default to most modern under­
graduate scientists) is based on a particular philosophical outlook known 
as positivism. It will therefore be very helpful to begin by looking briefly 
at the positivisls' line of reasoning. Do nO! be misled into thinking that 
arguments about philosophy are ultimately futile or irrelevant to impor· 
tant matters of concern to the experimental scientist. That this is not so 
will be amply demonstrated in Chapter 4. 

1..:-;;"$',"+ 1'./ ,"';, ~ 

Ernsl Mach 

lOur first encounter with philosophy actually begins with a physicist. 
Ernst Mach was professor of physics at the Universities of Prague and 
Vienna from 1867 to J901. Drawing on and extending a long philoso­
phical tradition, he argued that scientific activity involves the study 
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of facts about nature revealed to us through our sensory perceptions 
(perhaps aided by some instrument) and the attempt to understand their 
interrelationship through observation and experiment. According to 
Mach, this attempt should be made in the most economical way. 

I Mach rejected as non-scientific any statements made about the world 
that are not empirically verifiable. What do we mean here by the word 
empirical? The dictionary definition identifies empirical as purely experi­
mental (i.e. without reference to theory) so that statements which are not 
experimentally verifiable are rejected as non-scientific. However. this 
definition does not seem to tell the whole story. Science is certainly not 
about the mindless collecting of empirical facts about nature, it is about 
interrelating those facts and making predictions on the basis of some 
kind of theory _ The key question concerns the way in which the concepts 
of the theory should be interpreted. 

Let us make use of a spedfic example. The philosophers of ancient 
Greece developed a cosmological model of the universe which placed the 
earth at the centre. An essential element in that model was the ideal of 
the perfect circle. and the motions of the stars around the earth appear·to 
conform to this ideal. However, as seen from the earth. the motions 
of the planets arc far from circular. In about AD 150, the philosopher 
Ptolemy attempted to explain the observed motions of the olanets 
around the earth by constructing an elaborate theory based on I 

epicyc!es- combinations of circles in which the ideal was at least pre­
served. To a cerlain extent he succeeded, but as observations became 
more accurate he found that be had to add more and mOre epicycles. 
Now Ptolemy's statements about the motions of the planets are empir­
ically verifiable: if we use the tbeory in the prescribed manner, we 
would expect to be able to compare them with observations and so 
verify that they describe the motions of the planets (albeit with limited 
accuracy). 

In fact, we can easily imagine that we could develop a modern refine­
ment of the Ptolemaic system, with a very large number of epicycles, and 
that with a little computer power we should be able to make some fairly 
accurate predictions about the motions of the planets. Does this mean 
that we should regard the epicycles to be 'real' in the sense that they repre­
sent real elements of the dynamics of planetary motion? Perhaps our 
immediate reaction is to say 'Of course notl'. But why not? Ptolemy's 
difficulties were created by his assumption that the sun and planets orbit 
the earlh. whereas a much mOfC economical theory places the sun at the 
centre of the solar system, as suggested by Copernicus. But does this 
system necessarily represent reality any better than Ptolemy's? 

Mach's point was that there is no purpose to be served by seeking to 
describe a reality beyond our immediate senses. Instead. our judgement 
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should be guided by the criteria of verifiability (does the theory agree 
with experimental observations?) and simplicity (is it the simplest theory 
that will agree with the experimental observations?). Thus, if both the 
Ptolemaic and Copernican systems can be developed to the point that 
they make identical predictions for the motions of the planets, then om 
choice should be based solely on their relative conceptual or mathe­
matical simplicity. In this case, the Copernican system wins out because 
it is the simplest. 

I n constructing a physical theory we should therefore seek t he most 
economical way of organizing facts and making connections between 
\them. We should no! attach a deeper significance to the concepts used 
jn a theory (such as epicycles) if they are not in themselves observable 
br subject to empirical verification. According to Mach, only those 
/elements that we can perceive actually exist, and there is no point in 
i searching for a physical reality that we cannot perceive: we can only 
: know what we experience. Mach's criterion of what constituted a verifi-

\

' able statement was particularly stringent. It led him to reject the con­
cepts of absolute space and absolute time, and 10 side with Ludwig 
Boltzmann's opponents in rejecting the reality of atoms and molecules_ 

Speculations that are intrinsically not verifiable, that involve some 
kind of appeal to the emotions or to failh, are not scientific. However, 
these speculations, which are accomodated in a branch of philosophy 
called metaphysics, are not rejected outright. They are recognized as a 
legitimate part of the process of developing an attitude towards life, but 
they are perceived to have no place in science. This kind of approach is 
generally known as positivism. 

Mach's views on space and lime greatly influenced the young Einstein, 
whose admiration for Mach's work on mechanics never diminished. 
However, in his later tife, Einstein had little time for Mach's positivist 
philosophy, and once stated that 'Mach was as good at mechanics as he 
was wretched at philosophy'. t 

The Vienna Circle 

Mach placed particular emphasis on the correct use of language, calling 
it 'Ihe most wonderful economy of communication', His views were 
enormously influential in the development of a new school of philoso­
phical though! that emerged in Vienna in the early 1 920s. Centred 
around Moritz Schlick, professor of philosophy at the University of 
Vienna, Rudolf Carnap, Otto Neurath and others, the 'Vienna Circle' 

t Quotation from Pais. Abraham (l9B2). Subtle is the Lord: lite science and the life of Alberl 
Einsft!in. Oxford Universlry Press. 
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extended their positivist outlook through the use of modern logic. They 
drew their inspiration from a wide variety of sources, particularly the 
work of the physicists Mach, Boltzmann and Einstein. Philosophically, 
their particular brand of positivism was foreshadowed in the work of the 
Scottish philosopher David Hume, and they were greatly influenced by 
the analylicai approaches of their contemporaries Bertrand Russell in 
Cambridge and Ludwig Wittgenstein (a former student of Russell's) in 
Vienna. 

The Vienna Circle began with the contention that the only true 
knowledge is scientific knowledge and that. in order to be meaningful, 
a scientific statement has to be a formally logical and verifiable slate­
ment. Their philosophy is sometimes known as logical positivism. 

Scientists might think it rather obvious that science has to be logical. 
But the rigorous application of modern logic actually leads to an exhaus­
tive analysis of the use of language and the meaning of words. This is 
necessary in order to rule out tautological or self-contradictory state­
ments. At times, logical positivism appears more like philology than 
philosophy. Of course, we would never accept mathematical statements 
that use undefined terms or are self-contradictory: why should we expect 
less from language"? 

Most importantly, the use of logical analysis leads to the elimination 
of all metaphysical statements as meaningless. With one stroke, the 
logical positivists eliminated from philosophy centuries of 'pseudo­
slatements' about mind, being, reality and God, reassigning them to the 
arts alongside poetry and music. The views of the Vienna Circle came to 
dominate the philosophy of science in the middle of this cemury. 

Positivism versus realism 

Today, most modern scientists recognize that their actlvltles involve 
dealing with observations, the results of experiments, and theoretical 
descriptions which reveal facts about nature. These facts are empirically 
verifiable and. indeed, are usually verified by other scientists. The 
scielltists employ the methods of deductive logic in the formulation of 
theories to account for or explain the observed facts. The best (quite 
often the simplest and therefore most economical) theory is the one 
which accounts for all the known facts and can be used to make pre­
dictions, the accuracy of which can then be verifIed. Metaphysical 
speculations (about the existence of God, for example) do not usually 
play any part in the scientists' routine activity, although most scientists, 
when prompted. will certainly have a developed and highly distinctive 
metaphysical outlook Iha! makes them complete as human beings. 

Most Western scientists actually learn to use the methods of the posi-
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tlVlst during their formal education. Although there are undoubtedly 
some 'grey' areas, young scientists are instructed by their teachers 
as to what Qualifies as science, what 'doing science' means and how 
it should ideally be conducted. They learn to adopt a pragmatic, 
sceptical approach to science in which philosophy - and particularly 
metaphysics-appears to play no part. 

However, for many scientists the stuff of their theories-atoms. 
electrons, photons, etc. -are quite 'real'. Many assume these objects to 
have an existence independent of the instruments used to produce the 
effects their theories are supposed to explain. It would, perhaps, be very 
difficult for high-energy physicists to justify the financial investments 
needed to build larger and larger panicle accelerators if they were not 
convinced of the reality of the objects on which they wish to make 
measurements. Most scientists attempt to uncover the independent 
physical reality lying underneath the phenomena: to explain why the 
world is the way it is, which goes beyond merely registering Ihe fact that 
instrument A will give effect B under conditions C. This position. in 
which it is held that there exists a reality which is independent-:-ofihe 
·(lbserv~f-affirfhe insfnimeu!.S..tJ.SedJ1l iJiii.l<EciEsei::.i:uinns, ~;TIr(der U;:. 
aT-reaITSm~----

----t;,: .. rigorotls positiVist would question the usefulness of searching too 
hard for such an independent reality. although it would be a mistake to 
suppose that an uncompromising positivist stance wouldnecessarily lead 
us to deny a reality fhat' we·cannoi'-dTredTrperCeiVe.-Sclilick himself 
declared this kind of ~ea~(ming 'simplyabsil'fd'; iii,rrefusedlOaccepf 
that it is implied in the philosophy of 10gicaJpositivism (altlioug1fWe 
should note that not every logicaI1'9s.i.r.i.Ylst wiHij.ill1e(;~ssarilxagree with 
him). '. . -..' --'.' . 

-However, there i.s a Qist,il1cticm .IQ .!1~m.ll!!"-,~_.Ie"HsLl]1jlthJ .Q!;...£.Q!1: 
vinced that there iLanindependen! reality 'out there' which is probed 
through observation and experiment. AQ9sitivist accei2!silJaHhere ire 
elements of an emp1ficdl realitVwhich are probed in this way;ljui 1'oinl5 
ouiiliaTtfie-realistv,ewinvo!ves-<ilogiCruTontradlctio;;-:sIilee we~' 
noway olobserving an'O!JseiVi'f:inaepeooentreaITi.Yarld hence wecan­

.' n§tverif);:tllaisucb 'ire:lIi(iexistCWe-liavenomea~s:Of;;-cqiiirrii~ \ 
knowledge 6f!1!!' PE~s'.cal~().r!~L<:?,c~tthrougli ?6~ervat~nd experi:'1 
ment, and so the reality we pro.b,U~ .•. .9( Drugit)', dependent on the 
observer for' its exisferice': The positivist arguest}1a!~since we cannoT 
v~fy Ihe,.:xis!~(:e Qf .an o!ls~rvel:hi~epe!.'g~riLi~lity ... ~ucl1~r~f~~ 
rnetapliYslcal and therefore qUIte Without meaml1J!.:.. The logical con· 

traaTCiion fmpliedTiHhe, realist's vlew'sside:ste-pped oniYliY anapp;;al w!heemotronsorto fa'tn:· -- .----------.-' -. '-~-. 

- Am~der~·scieniisirrirgFit typically adopt th~ methods of the positivist 
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bul the au/look of Ihe realist. If this position seems a lillie confusing and 
il! lllOilgiifOii!,.t is perhaps-because scientists rarely spend time working 
out where they stand on these philosophical issues. Indeed, a pragmatic 
scientist might have little time for what seems like a kind of philosophical 
nit-picking. However, it is very difficullto avoid these issues in quantum 

. theory. A quantum particle exhibits properties we associate with waves 
and particles. Its behaviour appears to be determined by the kind of 
instrument we use to probe its properties. One kind of instrument will 
lell us that the quantum particle is a wave. Another kind will tell liS that , 
it is a particle. All we can know is the empirical reality - here the quan­
tum particle is a wave, here it is a particle. Is it therefore meaningful to 
speculate about what the quantum particle is? 

Degrees of objectivily 

Of all the virtues a scientist claims to uphold, objectivity is perhaps the 
most important. There are two ways of interpreting what we mean by 
'objective'. In the first, we take the 'everyday' use of the word to imply 
that statements made by a scientist about experimental observations or 
measurements are ideally statemen'.! that do no! depend on the sciemist's 
personal mOlives, views, prejudices or religiollS belief. 

In the second, we take the word objective to imply that there are no I 
special circumstances that would lead us to expect ·thal the scielltisi's 
observations are unique to that scientist. Using the information supplied, 
we expect to be able to repeat an experlmental procedure and observe the 
same phenomena. In either meaning, the statements can be verified by 
others. 

Of course, the practice falls somewhat shon of the Ideal. Scientists 
arc people too, and are prone to all the failings we tend to associate 
with human nature. An otherwise objective scientist may defend an 
entrenched view (on a favourite theory, for example) long afler over­
whelming experimental evidence suggests that such views are logically 
indefensible. Scientists are also fallible; an experiment may be found to 
be unrepealable because of special circumstances that pertained at the 
time Ihe original observations were made, but which the scientist failed 

. to communicate to others. 
Nevertheless, many scientists are convinced that they· pursue their 

chosen careers in an objective manner - they strive for the ideal. Further­
more, as we have argued. many believe that through their experiments 
they probe an underlying objective reality that is independent of them 
and their instruments. In their scientific papers they announce that 
this is the way the world is. Although they might use the positivist's 
methods, they are perhaps !lot prepared to accept the positivist's claim 
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that their belief In an objective. independent reality is meaningless 
speculation. 

For example. Einstein developed his special theory of relativity 
because he believed that reality, manifested in the laws of nature, should 
be completely objective, i.e. completely independent of the observer 
'(Einstein was a realist). He achieved this by using mathematical relation­
ships that made every inertial frame of reference equivalent - there is 
thus no special frame of reference unique to the observer. Out went the 
notions of absolute space and time. 

But there is a weaker form of objectivity which we can identify 
with the positivist standpoint. In this view, we advocate an empirical 
reality which is not independent of the observer, but is the same for all 
observers. Even this may be in need for some qualification, some set of 
rules by which we make our judgements. It can be argued thaI Einstein's 
relativity is based on the need for weak objectivity and nothing more. 
Relativity places great emphasis on the central role of the observer and, 
in principle, says nothing about a reality which does not feature an 
observer. lrrfact, Einstein's whole approach provided much inspiration 
for the Vienna Circle. This distinction between the strong objectivity of 
the realist and the weaker objectivity of the positivist might seem to be 
SUbtle, but it captures the essence of the debate about the interpretation 
of quantum theory. 

To summarize, we can identify two distinct philoso£hjcJl!..J1QsitI9~::: 
posiiiviSmanirrealism':::' which scientIsts l.enCCio-adopr (consciously or 
unconsciously) in their approach to their work. Scientists in both camps 
draw on the methods of deductive logic and make use of the criteria of 
verifiability and simplicity in the development of theories of the physical 
world. Both will strive for the ideal of objectivity in the way they apply 
these methods and criteria. However, for the positivist, the theory is 
merely an instrument which can be used to interrelate observed facts and 
make new predictions. It describes elements of an empirical reality which 
depends on the observer and the measuring device for ils existence. This 
reality meets the demands of weak objectivity in the sense that it is the 
same for all observers. For the realist, the aim of a theory should be to 
describe an independent reality: it should describe how the world is. 
This reality meets all the demands of strong objectivity because it does 
not depend on the observer in any way. 

3.2 THE COPENHAGEN INTERPRETATION 

We saw in Chapter 1 that Schrodinger and Heisenberg adopted very 
different positions with regard to the interpretation of quantum theory. 
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Schrodinger was a realist: he believed that there is an underlying indepen­
dent reality that his wave mechanics partly described" Heisenberg took 
a fairly uncompromising positivist stance, insisting that his matrix 
mechanics served its purpose as nothing more than an algorithm through 
which the results of experimental observations could be correlated and 
new predictions made. When Schrodinger demonstrated that the twO 
approaches are mathematically equivalent, physicists were presented 
with a clear choice. This was more than just a choice between two 
equivalent mathematical formalisms: it was a choice between different 
philosophies. . 

Schrodinger's wave mechanics was the more popular, because of ils 
instinctive (a positivist would say emotional or metaphysical) appeal. 
It held the promise that its further development might reveal a little 
more of that underlying independent reality, perhaps one of wave fields 
and their superpositions. In October 1926, Bohr invited Schrodinger to 
join with him and Heisenberg in Copenhagen to debate the issues, but 
Schrodinger remained unconvinced by their arguments. Their failure to 
persuade Sehrodinger made Bohr and Heisenberg more determined than 
ever to find a radical new interpretation. 

However, Bohr and Heisenberg themselves had different, deeply 
held views. As we have seen, they argued (sometimes bitterly) over the 
interpretation of quantum theory. In February 1927, Bohr departed I 

to Norway for a skiing holiday, leaving Hcisenbc:rg in Copenhagen [0 

marshall his thoughts and write his now famous paper on the uncer­
tainty principle; a paper which he believed would completely demolish 
Schrodinger's wave field idea. When Bohr returned, he launched into 
Heisenberg's finished paper, treating it much like he would treat a 
first draft of one of his own papers. Heisenberg was dismayed: he 
wanted to publish his paper as quickly as possible !O gain the upper 
hand in the dw.~!:L Scnrodinger. Eventually,Wolfgang Paull ----- -- . stepped in to referee the ensuing argument between Bohr and Heisenberg 
on the interpretation of the uncertainty principle. A consensus was 
reached, and Heisenberg added the footnote to his paper described on 
page 33. 

These three physicists developed what became known as the Copen­
hagen interpretation of quantum theory. Its foundations are the 
uncertainty principle, wave~particle duality, Born's probabilistic inter­
pretation of the wavcfunction and the identification of eigenvalues as the 
measured values of observables. It is the interpretation which provides 
the basis of the postulates of quantum theory and the mathematical 
structure that results from them. It is an interpretation that is so well 
entrenched in physics that many students are surprised to discover that 
there are alternatives. We can now admit that the references to quantum 
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theory's orthodox interpetation, made many times in Chapter 2, are 
actually references to the Copenhagen interpretation. 

Bohr's philosophy 

Bohr had developed his own distinctive philosophy even before he 
became a physicist. Interestingly. Bohr's emphasis was also on the use of 
language, and he is quoted as saying:' 

OUf task is to communicate experience and ideas to others. We must strive 
continually to extend the scope of our description, but in such a way that our 
messages do not thereby Jose their objective or unambiguous character. 

This sentiment was translated through to Bohr's scientific papers, the 
drafting of which would involve seemingly endless searching for just 
the right words or phrases that would communicate exactly what Bohr 
meant to say. 

However, this emphasis on language went far beyond word-play. It 
transcended forms of written and verbal communication and included 
the sum of human experience. Bohr argued that we, as experimental 
sciemists, design. perform. interpret and communicate the results of 
our experiments using the concepts of classical physics, We understand 
how large-scale laboratory instruments work only in terms of classical 
physics. The effect of an event occurring at the level of an individual 
quantum particle must be somehow amplified. or otherwise turned imo 
some kind of macroscopic signal (such as a deflection of a pointer on a 
voltage scale) so that we can perceive and measure it. Our perceptions 
function at the level of classical physics and the only concepts with 
which we are entirely familiar, and for which we have a highly developed 
language, are classical concepts. 

In his book Physics and philosophy, published in 1962, Heisenberg 
wrote that the Copenhagen interpretation of quantum theory actually 
rests on a paradox. This is the paradox of describing quantum phe­
nomena in terms of idealized classical concepts. We only know of waves 
and particles - these are the concepts we have inherited from the experi­
ences registered in our daily lives and from a long tradition of classical 
physics. This interpretation requires that we accept that we can never 
'know' qUlmt~ concep!s:-ihey'are simply -beyoridnuma.1J:-experlence 
and are -iherefore elements of an empiricai rea.liiji, A (juantum partiCle· 
, ' " '. ,. '-', ._------- --~~----. 

IS neither _~"'3!~~.!)~ !L2i!Ltl"I~_:JE~~JlJ!!1.§t itute the'!PQrol?!Ji!!~ 
classical concept ~ wave or particle ~ as and when necessary. 

, ' ,. -.. -- ._--. -

i Petersen. Aage. in French, A.P. and Kennedy, P,]. (cds.) (l985). Niels Bohr.' a cenfenary 
volume. Harvard University Press, Cambridge. MA. 
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Although it is unlikely that there was ever any significant interaction 
between the Copenhagen school of physicists and the Vienna Circie, their 
philosophies are in some respects quite compatible. Compare a typical 
Bohr statement' 

There is no quantum world. There is only an abstract physical description. It is 
wrong to think that the task of physics is 10 find out how nature is. Physics con· 
cerns what we can say about nature. 

with the following comment on logical positivism by the philosopher 
A. J. Ayer' 

The originality of the logical positivists lay in their making the impossibility of 
metaphysics depend not upon the nature of what could be known but upon the 
nature of what could be said. 

We should take care not to place too much emphasis on this com· 
parison, since there arc areas in which the Copenhagen school and the 
Vicnna Circle espoused quite different views. However, it is clear that 
Bohr shared some of the motives of the Vienna Circle in dismissing 
statements abollt an independent (and therefore metaphysical) reality 
as meaningless. He argued that we live in a classical world and our 
experiments are classical experiments. Go beyond these concepts and 
you cross the threshold between what you can know aild what you 
cannot. 

Com plemclllarity 

The Copenhagen interpretation requires that we consider very carefully 
the methods by which we acquire knowledge of the physical world. It 
shifts the focus of scientific activity from the objects of our studies to the 
relationships between those objects and the instruments we use to reveal 
their behaviour: the instrument takes centre-stage, alongside the object, 
and the distinction between them is blurred. 

According to this interpretation, it is not meaningful to regard a 
quantum particle as having any intrinsic properties independent of 
some measuring instrument. Although we may speak of electron spin, 
velocity, orbital angular momentum, etc., these are properties we have 
assigned to an electron for convenience - each prbperty becomes 'real' 
only when the electron interacts with an instrument specifically designed 

t Pelers.co, Aage. in French A. P. and Kennedy. P. J. (eds.) (1985). Nie{s Bohr: a I:enlt!nory 
volume. Harvard University Press, Cambridge, MA 
t Ayer, A.l. (cd,} (1959). Logit:u/ positivism. The Library of Philosophical Movemenrs. The 
Free Press of Glencoe. 
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to reveal it. We may routinely use these concepts to predict how quantum 
particles will behave as though they were independent of ourselves 
and ollr instruments but ultimately we will need to test our predictions 
through experiment. Agreement between theory and experiment allows 
us to interpret these concepts as elements of an empirical reality. These 
concepts help us to correlate and describe our observations, but they 
have no meaning beyond their use as a means of connecting the object 
Sf our study with the instrument we use to study it. 

Thus. when we make a statement such as 'This photon has vertical 
polarization', we should also make reference to (or at least be aware 
of) the experimental arrangement by which we have come by that 
knowledge. We might modify our statement thus: 'This photon was 
generated in such-and-such a way and was transmi!!ed through a polariz­
ing filter with its axis of maximum transmission oriented vertically 
with respect to some laboratory reference frame. Its passage through the 
filter was confirmed by the generation of a blackened spot on a piece of 
photograpl)ic film. This photon therefore combined with the instrument 
to reveal properties we associate with vertical polarization.' Note the 
emphasis on the past: in making the measurement the state orthe photon 
was certainly changed irreversibly, 

Bohr insisted that we can say nothing at all about a quantum particle 
without making very clear reference 10 the nature of the instrument 
which we use to make measurements on it. Thus, if our instrument is a 
double slit apparatus. and we study the passage of a photon through it, 
we know that we can understand the physics of the photon-instrument 
interaction using the wave concept as expressed in the photon's wave­
function or state vector. Jl.(jur instrumel1tJ§.'! phot0ITll!ltipli~ a piece 
of photographic film, we know thaI Ihe photon-instrument interaCtion 
c·anbe_una~r~tW)ifJnler:m~-:gf. i!p.l!~je J?!£t.u~W l'-.flllL des~gn mstrU:: 

. menu to d'JUonstra!e. a quaotump.mie!",:s wave-like properties or its 
partide.lik~ properties, but we cannot demonsi~ate both simultaneouslY, 
According to the Copenhagen interp~eia!i';n, this 'is not because we lack 
the ingenuity to conceive of such an instrument, but because such an 
instrument is inconceivable. 

As scientisls, we perhaps find it difficult to resist the temptation to 
conjure up a mental picture of an individual photon existing in some kind 
of polarization state independently of our measurements. But according 
to the Copenhagen interpretation, such a mental picture would be at best 
unhelpful and at worst positively misleading. 

Bohr summarized his views in a lecture delivered to a meeting of 
physicists on 16 September 1927 at Lake Como in Italy, It was during 
this lecture that he introduced his idea of complementarity. This idea 
went through many refinements and restatements, but now tends to be 
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presented in terms of wave-particle duality. Bohr argued that although 
the wave picture and the particle picture are mutually exclusive, they are 
not contradictory, but complementary. For Bohr, complementarity lay 
at the heart of the strange nature of the quantum world, The uncertainty 
principle becomes merely a mathematical statement expressing the limits 
imposed on our ability to make measurements based on complementary 
concepts of classical physics, The mathematical formalism of quantum 
theory becomes an attempt to repackage complementary wave and 
particle descriptions in a single, all,encompassing theory, This does not 
limply that the theory is wrong or somehow incomplete. On the contrary, 
it is the best we can do and goes as rar as we can go, 

Complementarity and objeclivily 

Because of the emphasis placed on the importance of the observer or 
observing instrumen!, many physicists and philosophers have accused 
the Copenhagen interpretation of being subjective, Clearly, the subject 
(the observer) appears to exercise remarkable powers over reality, with 
tbe freedom to choose what kind of reality is to be probed. In the 
language of quantum measurement described if, Chapter 2, r. simple 
,rc,orictJlation of a polarizing filter changes instal1laneous!y the measure­
inem eigenstates of a quantum system, thereby changing the nature of 
(he reality that can be exposed, The whole process of expanding the state 
--lector in terms of the measurement eigenstate, then becomes a subjective 
process - what is written down depends upon the subject's personal 
preferences, not on the independent, objectively real properties of the 

\bbject under study, 
v This charge of subjectivism is unfair, In many of his most oft-quoted 
statements, Bohr insisted that he was searching for objectivity, But his 
was the weaker objectivity that we have in this book associated with 
positivism rather than the snong objectivity of the realist. The stale 
vector of the Copenhagen interpretation might not reflect an ob)eruvely 
realoCliavimrr;ollfme'lnformaifi5i1·cci:mffiurilcaleaby onepnysidst to ___ ~ ___ •• ~. __ "_" __ " , ... _h _____ ._~____ _ _______ • ______ _ 

"1ii1other about the methods used to anaJysenie state vector in terms ·of 
the measuring instrument (using tbe language of classical physics) means 
,that the experiment can be repeated, the experiences shared and the 
interpretation understood, 

The complementarity of object and subject (the instrument or the 
observer) is as important in the Copenhagen interpretation as any other 
form of complementarity. As we discussed in Section 2,6, the state vector 
describes the evolution of a quantum system in a way that is quite deter­
ministic, Once the initial conditions have been established, the future 
behaviour of a quantum particle is predictable through Ihe quantum 
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mechanical laws of motion. However, this determinism does not apply 
to our classical conception of space-time, It is not a determinism in allY 
'normal', classical sense of the word, In order to deal in a practical way 
with the state vector it has to be projected into a form that we can 
recognize within the reference frame provided by classical physics- we 
must make a measurement on it. But the act of measurement destroys 
the continuity provided by the state vector. rJl~ce-time descr;p­
tiQn ,,,-l)d, thJ;_Rr£babilistic description in terms of the Stat:evecwrare'" 
complementary, ' " ",.'" "'", ,,, "", -,,~" -'-- '-"--~---,---

Heisenberg again:' 

Our actual situation in research work in atomic physics is usuaHy this: we wish 
to understand a certain phenomenon. we wish to recognise how this phenom­
enon follows from the general law, of "amre, Therefore, that pan of matter or 
radiation which takes part in the phenomenon is the natural 'object' in the 
theoretical treatment and shouJd be separated in this respect from lhe tools used 
to study [he phenomenon. This again emphasises a SUbjective element in {he 
description of atomic events. since the measuring device has been constructed by 
the observer, and we have to remember that what we observe is not nature in 
Itself but nature exposed to our method of questioning. 

This quotation nicely captures the positivist flavour of the Copenhagen 
inter prctation. 

Criticisms 

We should recognize what we are dealing with ,here, The Copenhagen 
interpretation essentially states that in Quantum theory we have reached 
the limit of what we can know. To try to go beyond this limit is pointless 
(how can we know something that is unknowable?). The argument is 
that any aHempl to introduce a new concept to describe an underlying 
independent reality inevitably involves a reworking of familiar classical 
concepts, We always return to the idealized concepts thaI summarize the 
fullest extent of our knowledge - waves and particles~ 

It is interesting to note that in some branches of physics, scientists have 
long since given up making such attempts. For example, quarks are now 
generally accepted as one of the families of fundamental constituents of 
matter and are therefore accepted as elements of an empirical reality. 
They are categorized according to their properties in various 'flavours', 
termed up, down, strange, charm, bottom and top, Experimental 
evidence supporting the 'existence' of the first five types of quark has 
been obtained, but the top quark has so rar remained elusive. The names 
given to these particles are intentionally ahstract: they are intended only 

t Heisenberg, Werner, (1989), Physics and philosophy. Penguin. London. 
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to provide an economical means of communicating their properties and 
status in a somewhat abstract theory. This is Bohr's philosophy writ 
large. 

But should we accept that we have reached the end of the road? A 
charge frequently levelled at positivism is that it is sterile; it denies that 
there is a way forward through just the kind of metaphysical speculation 
that can introduce concepts which begin life as abstract mathematical 
constructions (such as atoms and quarks) into elements of reality. Can 
we afford not to push science along apparently 'meaningless' paths? 
What if, despite appearances, we have not reached the limit after all? 
What if there is something more to discover about reality if only we have 
the wit to ask the right questions? Whatever our personal thoughts on 
this matter, we should admit that it goes against the grain of human 
nat ure not to try. 

The Copenhagen school of physicists was convinced that its interpre­
tation of quantum theory was the only sensible interpretation. Other 
physicists disagreed, however. As we have seen, Schr6dinger refused 
to bow to pressure from Bohr and Heisenberg to reconsider his posi­
lion. Einstein was never comfortable with quantum theory's implica­
tions for causality (another classical concept, the Copenhagen school 
would quickly point out). These two were only the most eminent 
and directly involved of the physicists who were unhappy with what 
the Copenhagen school was saying. Einstein in particular confronted 
Bohr head on in a now famous debate on the meaning of quantum 
theory. 

3.3 THE BOHR-EINSTEIN DEBATE 

Although invited, Einstein did not attend the meeting of physicists at 
Lake Como in September 1927 at which Bohr first presented his ideas 
about complementarity. He was nevertheless very active in the debatc_ 
It appears that he had had some earlier correspondence with Heisenberg 
concerning the uncertainty principle, the details of which had appeared 
in Heisenberg'S paper published in March. Einstein probably expressed 
once again his· worries about the principle's implications for strict 
causality. At the same time, he was developing his own ideas about the 
interpretation of quantum theory, based on the statistical properties of 
large collections of particles. 

Finally, on 24 October 1927, Einstein, Bohr and many other leading 
physicists assembled in Brussels for the fifth Solvay Conference, on 
'Electrons and Photons'. 
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The fiflh Solvay Conference 

Einstein did not present a paper at the conference, and made little contri­
bution to the formal proceedings. However, the discussion on those com­
ments he did make spilled over into the dining room of the hotel in which 
all the conference participants were staying and which became the scene 
of one of the most important scientific debates ever witnessed, as Einstein 
directly challenged Bohr over the meaning of quantum theory. At stake 
was the interpretation of quantum theory and its implications for the 
way we attempt to understand the physical world. The outcome would 
determine the directions of the future development of quantum physics. 

This debate has been described in great detail by Bohr himself in a 
book published in 1949 in celebration of Einstein's 70th birthday. Ein­
stein began by expressing his general reservations about quantum theory 
by reference to an experiment involving the diffraction of a beam of elec­
trons or photons through a narrow aperture, as shown in Fig. 3.1. The 
diffraction pattern appears on a second screen and is recorded (using 
photographic film, say). According to the Copenhagen interpretation, the 
behaviour of each individual quantum particle is described by an appro­
priate wavefunction and it is the properties of the wavefuntion that give 
rise to the diffraction pattern. However, at the moment the wavefunclion 
impinges on the second screen, it 'collapses' instantaneously, producing 
a localized spot on the screen which indicates 'a particle struck here'. 

Einstein objected 10 this way of looking at the process. Suppose, he 
said, that the particle is observed to arrive at position A on the second 
screen (see Fig. 3.J). In making this observation, we learn not only that 

fig. 3.1 The simple electron or photon diffraction experiment cited by Einstein 
in his debate with Bohr. Reprinted from The Library of Living Philosophers, Vol. VII, 
Albert Einstein: philosopher-scienfist, edited by Paut Arthur Schilpp, by permis* 
sion of the publisher ILa Salle.IL: Open Court Publishing Company. 1949). p. 212. 
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the particle arrived at A, but also that il definitely did not arrive at 
position B. What is more, we Jearn of the particle's non-arrival at B 
instantaneously with the observation of its arrival at A. Before observa­
tion, the probability of finding the particle is, supposedly, 'smeared out' 
over the whole screen. 

Einstein believed that the collapse of the wavefunction implies a 
peculiar 'action at a distance'. The particle, which is somehow distributed 
over a large region of space, becomes localized instantaneously, the act 
of measurement appearing to change the physical state of the system far 
from the point where the measurement is acwally made. Einstein felt 
that this kind of action at a distance violated the postulates of special 
relativity. 

There is an alternative description, however. What if the wave function 
represents a probability amplitude not for a single quantum particle, 
but for a large collection (called an ensemble) of particles which is 
described in terms of a single wavefunction? According to this view, each 
individual particle passes through the aperture along a defined, localized 
path, to arrive at the second screen. There are many such paths possible, 
Gnd the diffraction pattern thus reflects the statistical distribution of 
large numbers of particles cach following different but defined paths. 
This distribution is related to the modulus-squared of the wavefunction, 
which expresses the probability density of one (of many) particles rather 
than a probability density for each individual particle. 

We should note that we cannot choose between these possibilities by 
observing what happens to an individual quantum particle. Both descrip­
tions say that one particle passes through lhe aperture to arrive at one 
specific location on the second SCreen. In the first description, the point 
of arrival is determined at the moment the particle imeracts with the 
detector, with a probability given by I1/< I', In the second description, 
the point of arrival is determined by the actual path which the particle 
follows, which is in turn obtained from a statistical probability given by 
1'& I'· In both cases we see the diffraction pattern only when we have 
delected a large number of particles. 

Thought experiments 

Einstein then a!tacked the Copenhagen interpretation of quantum 
theory by attempting to show that it is inconsistent. The debate took 
the form of a series of puzzles, developed by Einstein as hypothetical 
experiments. These 'thought' experiments were not intended to be taken 
too literally as practical experiments that could be carried out in the 
laboratory. It was enough for Einstein that the experiments could be 
conceived and carried out in principle. 
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Einstein asked the assembled audience what might happen if a quan­
tum particle passed through an apparatus such as the one shown in 
Fig. 3.1 under conditions where the transfer of momentum between the 
particle and the first screen is carefully controlled and observed. A parti­
cle hitting the screen as it passes through the aperture would be deflected, 
its path beyond being determined by the conservation of momentum. 
Now imagine that we insert another screen - onc with two slits- between 
the first screen and the detector (Fig. 3.2). If we control the transfer of 
momentum between the particle and the first screen, we should be able to 
discover towards which slit in the second screen the particle is det1ected. 
If the particle is ultimately detected, we can deduce from our measure­
ments that it passed through one or other of the two slits, and we have 
thus determined the particle's trajectory through the apparatus. We can 
now leave the apparatus to detect a large number of panicles -one after 
the other- from which we expect to See a double-slit interference pat­
tern. Thus, Einstein concluded, we can demonstrate the particle-like 
(defined trajectory) and wave-like (interference) propenies of quantum 
particles simultaneously, in contradiction to Bohr's complementarity 
idea, proving that the Copenhagen interpretation is inconsistent. 

Bohr's reaction was to take the thought experiment a stage further. He 
sketched out in a pseudo-realistic style the kind of apparatus that would 

.:::. ----"-'"" (a} Movement of screen 
aUows uajectory of 
particie to be tollowed 

Particle detecled here 

.•. ' -

,i;~~~~Ei;~~~~~;3 

(b) Interference pattern 
produced when many 
particles dejected 

Fig. 3.2 fa) Controlling and observing the momentum transferred between a 
quantum particle and the first screen allows the trajectory of the particle: to be 
traced through a double-slit apparatus. (h) After many particles have passed 
through the apparatus, the double-sltt interference pattern should be visible. 
Adapted from The Library of Living Philosophers, Vol. VII, Albert Einstein: 
phJ/osopher~scientist, edited by Paul Arthur Schilpp. by permiSSion of the 
publisher (La Salle IL: Open Court Publishing Company. 19491. p. 216. 
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be needed 10 make the measurements to which Einstein referred, His 
purpose was no! to try to imagine how the experiments could be done in 
practice, but primarily to focus on what he saw to be flaws in Einstein's 
arguments. 

Thus, controlling and observing the transfer of momentum from the 
quantum particle to the first screen requires that the screen be capable 
of movement in the vertical plane, Observing the recoil of the screen in 
one direction or the other as the panicle passed through the aperture 
would then allow the experimenter to draw conclusions about the direc­
tion in which the 'particle had been deflected. Bohr envisaged a sereen 
suspended by two weak springs, as shown in Fig. 3.3. A pointer and 
scale inscribed on the screen allows the measurement of the amount of 
movement of the screen, and hence the momentum imparted to it by 
the particle, The fact that Bohr had in mind a macroscopic apparatus 
presents no problem, provided we assume that the apparatus is suffi­
ciently sensitive to aJlow observation of individual quantum events. This 
sensitivity is important, as we will see below, 

Bohr had to demonstrate the consistency of the uncertainty principle, 

t 

Fig. 3.3 Hypothetical instrument destgned by Bohr to demonstrate how 
the measurement of the momentum transfer to the first SCreen might be 
made. Reprinted from The Library of Living Philosophers, Vol. VI[, AlbeIt 
Einstein: philosopher~scientJ'st, edited by Paul Arthur SchUpp, by permission of 
the publisher Ila Salle. IL: Open Court Publishing Company. 19491. p, 220, 
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and hence of the complementarity idea, when applied to the analysis of 
this kind of thought experiment. He argued that controlling the transfer 
of momentum to the screen in the way Einstein suggested must imply 
a concomitant uncertainty in the screen's position in accordance with 
the uncertainty principle. If we measure the screen's momentum in the 
vertical plane with a precision tip", an uncertainty tJ..x ;;;. hI47rtip, in the 
position of the screen must resulL 

Bohr was able to show that the resulting uncertainty tJ..x in the position 
of the aperture in the first screen corresponds approximately to the 
distance between adjacent fringes in the double-slit illterference pattern. 
The positions of the fringes are therefore uncertain by an amount equal 
to the spacing between them and the interference pattern is 'washed out'. 
Controlling the transfer of momentum from the particle to the first 
screen allows us to follow the trajectory of the particle through the appa· 
ratus, but prevents us from observing interference effects, in accordance 
with the complementary nature of wave and particle properties. 

Bohr's argument rests on the assumption that controlling and measur­
ing the momentum transferred to the first screen sufficiently precisely to 
determine the panicle's future direction automatically leads to an uncer­
tainty in the screen's position. Why should this be?Bohr's answer was 
that, in order to read the scale inscribed on the first screen sufficiently 
accurately, it has to be illuminated. This illumination involves the sca!­
tering of photons from the screen and hence an uncontrollable transfer 
of momentum, preventing thc momentum transfer from the quantum 
partide to be measured precisely. We call only measure the latter with 
precision if we reduce the illumination completely, but then we cannol 
determine the position of the pointer against the scale. Bohr concluded:' 

... we are presented with a choice of either tracing the path of a particle or 
observing interference effects~ which allnws us to escape from the paradoxical 
necessity of concluding that the behaviour of an electron or a photon should 
depend on the presence of a slit in the [second screenl through which it could 
be proved not to pass. We have here to do with a typical e"ample of how Ihe 
complementary phenomena appear under mutually exclusive experimental 
arrangements and are just faced with the irnpossibmty, in the analysis of Quang 
tum effects, of drawing any sharp separation between an independent behaviour 
of atomic objects and their interaction with the measuring instruments which 
serve to define the conditions under which the phenomen:H)ccur. 

Einstein did not give up. He produced further thought experiments 
that we do not have room 10 consider fully here. He could not shake his 
deeply felt misgivings about the Copenhagen interpretation and forced 

t Bohr. N. in Schilpp. P,A, (ed.}(J949), Albert Einstein; philosopher-scientist. The libraryo[ 
Living Philosophers, Open Court Publishing Company, La Salle. IL 
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Bonr to defend it. The fiftil Solvay Conference ended with Bohr having 
successfully argued for the logical consistency of the Copenhagen 
interpretation, but he had failed to convince Einstein that it was the only 
interpretation. 

The photon box experiment 

The dehate recommenced at the sixth Solvay Conference, which was 
held in Brussels between 20·25 October 1930. Although the conference 
was devoted to the physics of magnetism, there was keen interest in the 
discussions On the interpretation of quantum theory that took place 
between the conference's formal proceedings. Einstein described his 
latest and most ingenious thought experiment, a further development 
of one that he had originally used in discussions at the fifth Solvay 
Conference. This is the 'photon box' experiment. 

Suppose, said Einstein, that we build an apparatus consisting of a box 
which contains a dock mechanism connected to a shutler. The shutter 
closes a small hole in the box. We fill the box with photons and weigh it. 
At a predetermined and precisely known time, the clock mechanism trig­
gers the opening of the shuller for a very short time interval a:.u R single 
photon escapes from the bOl .• The Shll!!ercloses. We reweigh the box and, 
from the mass difference and special relativity (E = me') we de!ennine I 
the precise energy of the photon thai escaped. By this means, we have 
measured precisely the energy and time of passage of a photon through 
a small hole, in contradiction to the energy··time uncertainty relation. 

Bohr's immediate reaction has been described by Leon Rosenfeld:' 

During the whole eveolng he was extreme!y unhappy~ going from one to the 
other and trying to persuade them that It couldn't be true, (hat it wouJd be the 
end of physics if Einstein were right;_ but he couldn't produce any refutation. 

Bohr experienced a sleepless night, searching for the flaw in Einstein's 
argument that he was convinced must exisl. By breakfast the following 
morning he had his answer. 

Again Bohr ptoduced a sketch of the apparatus that would be required 
to make the measurements in the way Einstein had described them, and 
this is shown in Fig. 3.4. The whole box is suspended by a spring and 
fined with a pointer so that its position can be read on a scare affixed to 
the support. A small weight is added to bring the pointer to the zero on 
the scale. The clock mechanism is shown inside the box, connecled to the 
shutter. After the release of one photon, the small weigh! is replaced by 
another, heavier weight so that the pointer is returned to the zero of the 

r Rosenfeld, L (1968) in Proceedings of the !ourteef'!lh Solyay cDnference. I nte:rsdence, NY. 
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Fig. 3.4 The photon box experiment. Hypothetical instrument designed by 
Bohr to show how the measurements suggested by Elnstein might be carried 
out. Reprinted from The library of living Philosophers, Vol. Vll t Albert Einstein: 
philQsopher~scientisl. edited by Paul Arthur SchUpp. by permission of the pub­
lisher (La Salle. IL: Open Court Publishing Company. 1949). p. 227. 

scale. The weight required to do this can be determined independently 
with arbitrary precision. The difference in the two weights required to 
balance the box gives the mass lost through the emission of one photon, 
and hence the energy of the photon. 

Let us focus on the first weighing, before the photon escapes. 
Obviously, we will have set the clock mechanism to trigger the shutter.a{ 
some predetermined time and the box will be sealed. The actual reading 
of the dock face is, of course, not possible since this would involve an 
exchange of photons- and hence energy- between the box and the out­
side world. To weigh the box. we must select a weight that just sets the 
pointer to the zero of the scale. However, to make a precise position 
measurement, the pointer and scale will again need to be illuminated 
and. following Bohr's earlier arguments, this implies an uncertainty in 
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the momentum of the box. How docs this affect the weighing? The 
uncontrollable transfer of momentum to the box causes it to jump about 
unpredictably. Although we can fix the box's instantaneous position 
against the scale, the sizeable interaction during the act of measurement 
means that the box will not stay in that position. Bohr argued that we 
can increase the precision of measurement of the average position by 
allowing ourselves a long lime interval in which to perform the whole 
balancing procedure. This will give uS the necessary precision in the 
weight of the box. Since we can antidpate the need for this, we can set 
the dock mechanism so that it opens the shutter after the balancing 
procedure has been completed. 

Now comes Bohr's coup de grace. According to Einstein's general 
theory of relativity, the rate of a clock moving in a gravitational field 
changes, and so the very act of weighing a clock effectively changes the 
way it keeps time. This phenomenon is responsible for the red shift in the 
frequency of radiation emitted from the sun and stars. Because the box 
is jumping about unpredictably in a gravitational field (owing to the act 
of measuring the position of the pointer), the rate of the clock is changed 
in a similarly unpredictable manner. This introduces an uncertainty in 
the exact timing of the opening of the shutter which depends on the 
length of time needed to weigh the box. The longer we make the balanc­
ing procedure (rhe greater the ultimate precision in the measurement of 
the energy of the photon), the greater the uncertainty in its exact moment 
of release. Bohr was able to show that the relationShip between the uncer­
tainties of energy and time is in accord with the uncertainty principle. 
This response was hailed as a triumph for Bohr and for the Copenhagen 
interpretation of quantum theory. Einstein's own general theory of 
relativity had been used against him. 

However, Einstein remained stubbornly uneonvinct'd, although he 
did change the nature of his attacks on the theory. Instead of arguing 
that the theory is inconsistent, he began to develo~.!.L!.tI1!'!·-
~~ behe~<:.<!...~ons~ its inconjjjJifien~ When discussing the 

photon hox experlment. Einstein conceded that it now appeared to be 
'free of contradictions', but in· his view it still contained '3 certain 
unreasonableness' . 

We should not leave the photon box experiment without noting that 
many physicists, including Bohr, have since examined it over again in 
considerable detail. Some have rejected Bohr's response completely, 
denying that the uncertainty principle can be 'saved' in the way Bohr 
maintained. Others have rejected Bohr's response but have given alter­
native reasons why the uncertainty principle is not invalidated. DespIte 
these counterproposals, the prevailing view in the physics community at 
the lime appears to be that Bohr won this particular round in his debate 
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with Einstein. However, Bohr appears to have been quite unprepared for 
Einstein's next move. 

3.4 IS QUANTUM MECHANICS COMPLETE? 

In May 1935, Einstein published a paper in the journal Physical Review 
co-authored with Boris Podolsky and Nathan Rosen. This paper is 
entitled: 'Can quantum-mechanical description of physical reality be 
considered complete?', and Ihe abstract reads as follows:' 

In a complete theory there is an element corresponding to each element of 
reality. A sufficient condition for the reality of a physical quantity is the pos­
sibility of predicting it with certainty, without disturbing the system. In quantum 
mechanics in the case of two physical quantities described by non~commuting 
operators, the knowledge of one predudes the knowledge of Ihe other. Then 
either (I) the description of reality given by the wave function ip quantum 
mechanics is not complete or (2) these two quantities c~nnot have simultaneous 
reality. Consideration Qfthe problem of making predictions concerning a system 
on the basis of measurements made on another system that had previously 
interacled with it leads 10 the result that if (I) is false then (2) is also false. One 
is thus led 10 conclude that the description of reality as given by a wave function 
is not complete. 

The Einstein-Podolsky-Rosen (EPR) thought experiment involves 
measurements made on one of two quantum particles that have somehow 
interacted and moved apart. We will denote these as particle A and 
particle B. The position qA and momentum PA of particle A are comple­
mentary observables and we cannot measure one without introducing an 
uncertainty in the other in accordance with Heisenberg's uncertainty 
principle. Similar arguments can be made for the properties q. and P. 
of particle B_ 

A 

Now consider the quantities Q = q, - q. and P = PA + fJ •• where 
A 

PA '" -iliOliJq, and fJ. = -iha/ilq •. The commutator [Q,PI is given 
by 

[Q,PJ '" QP-PQ", (q,-q.)(p,+P.) - (p,+P.}(q,-q.) 

= q,p, + q,P. - q.PA - q.P. - (PAqA - PAq. + P.q, - p,q.) 

= (qAP, - PAqA) + (qAP. - P.q,) - (q.PA - PAq.) 

- (q.f3. - fJ.q.) 

= [q"PAJ + [qA.ft.J - [q •• p.l- [q •• fJ.J (3.1 ) 

t Einslein, A .• PodolskY. B. and Rosen. N. (1935). Physical Review. 41, 777. 
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In this' equation, [q"PAI = [q.,PBJ = if! (lhc pOslllOlI·-momenlurn 
commutation relation) and (qA'P.] = [q"PAI = 0, since these opera-, 
tors refer to different quantum particles. Hence, [Q, PJ = 0, the opera-

A 

lors Q and P commute and there is no restrictIOn on the precision with 
which we can measure the difference betWeen the positions of particles 
A and B and the sum of their momenta. 

A reasonable definition of reality 

EPR allowed themselves what seems at fjrst sight to be a· fairly reason­
able definition of physical reality: I 

If, without in any way disturbing a system, we can predict with certainty (i e, 
with a probability equal to unity) the value of a physical quantity. Ihen there 
exists an element of physical reality corresponding to this physicai quantity. 

The purpose of this statement is to make clear that for each particle 
considered individllally, the measurement of one physical quantity (the 
position of E, say) with certainty (Aq. = 0) implies an infinite uncer­
tainty in its momentum (since D.p. ~ hI4"C:.q,). Therefore, according 
to EPR's definition of reality, under these circumstances the position of 
panicle B is an element of physical reality but the momentum is "m. 
Obviously, by choosing to perform a different measurement, we can 
establish the reality of tile momentum qf panicle B but not its position. 
The Copenhagen interpretation of quantum theory insists that we can 
establish tbe reality of one or the other of two complementary physical 
quantities but not both simultaneously. 

But we have shown above that the difference in the positions of 
particles A and B and the sum of their momenta are quantities whose 
operators commute. The Copenhagen interpretation says that we can 
therefore establish the physical reality of these quantities simulta­
neously. It is enough for the EPR argument that these quantities are 
simultaneously real in principle, although their actual determination 
might require a physical measurement. 

Now suppose we allow the two particles to interact and move a long 
distance apart. We perform an experiment on particle A to measure its 
position with certainty. We know that (qA - qB) must be a physically 
real quantity and so we can in principle deduce the position of particle 
B also with certainty. We therefore conclude that q. must be an element 
of physical reality according to the EPR definition. However, suppose 
instead that we choose to measure the momentum of particle A with 

I Einslein, A" Podolsky, B. and Rosen. N. (935). Physical Review. 41~ 177. 
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certainty. We know that (PA + p.l must be physically real, and so we 
can in principle deduce the momentum of particle B with certainty. We 
conclude that it [00 must be an element of physical reality. Thus, 
although we have not performed any measurements on particle B follow­
ing its separation from A, we can, in principle, establish the reality of 
either its position or its momentum from measurements we choose to 
perform on A which, by definition, do not disturb B. 

The Copenhagen interpretation denies that we can do this. We are 
forced to accept that if this interpretation of quantum theory is correct, 
the physical reality of either the position or momentum of particle B is 
determined by the nature of the measurement we choose to make on a 
completely different particle an arbitrarily long distance away. EPR 
argued that 'No reasonable definition of reality could be expected to 
permit this.' 

As presented above, the EPR argument is based on a hypothetical 
experiment anc! is concerned with matters of princip!e. At the time the 
argument was developed, it was unimportant that the proposed experi. 
ment is difficult, if not impossible, to perform. However, we will see in 
the next chapter that the experimental study of the behaviour of quan­
tum particles that have interacted and moved apart is made much more 
practicable jf their spin properties are probed rather than tfieir positions 
and momenta. 

Spooky action at a distance 

The EPR thought experiment strikes right at the heart of the Copen­
hagen inteq:iretation. If the uncertainty principle applies to an individual 
quantum pa·rticle, then it appears that we must invoke some kind of 
action at a distance if the reality of the position or momentum of particle 
B is to be determined by measurements we choose to perfonn on A. 

Whether it involves a change in the physical state of the system or 
merely some kind of communication, the fact that this action at a 
distance must be exerted instantaneously on a particle an arbitrarily long 
distance away from our measuring device suggests that it violates the 
postulates of special relativity, which restricts any signal to be com­
municated no faster than the speed of light. EPR did no! believe that 
such action at a distance is necessary: the position and momentum of 
particle B are defined all along and, as there is nothing in the wavefunc­
tion which tells us how these quantities are defined, quantum theory is 
incomplete. EPR concluded:' 

t E~nstein, A", Podolsky, B, and Rosen, N. (l935)~ Physical Review. 47.717, 
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\Vhile we have thus shown that the wave function does not provide a com­
plete description of physical reality, we left open the question of whether 
or not such a descrjplion exists. We believe. however 1 that such a theory is 
possible. 

Bohr's repJy 

Bohr first heard of the EPR argument from Leon Rosenfeld, who was 
at that time working with Bohr in Copenhagen. Rosenfeld later reported 
that: ' 

... this onslaught came down upon us Ilke a bolt from the blue. Its effect on 
Bohr was remarkable ... as soon as Bohr had heard my repon of Einstein's 
argument, everything else was abandoned: we have to dear up such a misunder­
standing at once. We should reply by taking up lhe same example and showing 
the right way to speak aboul it. In great excitement, Bohr immediately started 
dictating to me the oUlline of such a reply. Very soon, however, he became 
hesitant. 'No, this won'j do~ we must try aU over again. , ,we must make it quite 
clear.' So)twent on for a while, with growing wonder at the unexpected subtlety 
of the argument. 

Bohr's reply to the EPR argument was published in PhYSical Review 
in October 1935. He chose to use the same title that EPR had used;n May 
and the abstract reads as follows,' 

It is shown that a certain 'criterlon or physicaJ reallty' formulated in a receni arti­
cle with the above title by A. Eins;ein, B. Podolsky and N. Rosen contains an 
essential ambiguity when it is applied to Quantum phenomena. In this connec~ 
tion a viewpoint termed 'complementarity' is explajned from which quantum­
mechanical description of physicaJ phenomena would seem to fulfill. within its 
scope, aU rational demands of completeness. 

Bohr's paper is essentially a summary of the comp]cmemarity idea 
and its application to quantum theory. He rejects the argument that the 
EPR thought experiment creates serious difficulties for the Copenhagen 
interpretation and stresses once again the importance of taking into 
accounl the necessary interactions between the objects of study and the 
measuring devices. He wrote: 

From our point of view we now see that the wording of the abovC'~mentioned 
criterion of physical reality proposed by Einstein, PodolSky and Rosen contains 
an ambiguity as regards the meaning of ~he expression 'without in any way 
disturbing a system' , .. there is essentially the question of an influence on the 

f Rosenfeld, L. in Rozenlhal. S, (1967). Niels Bohr.' his flJe and work as seen by hisjrif!rlds (Jl1d 
colleagues. North-Holland, Amslerdam. 
1 Bohr. N. (935). Physical Review. 48, 696, 
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very conditions wilieh define the possible types of predictions regarding Iile 
future behaviour of the system. Since these conditions constitute an inherent 
element of the description of any phenomenon to which the term 'physical 
reality' can be pr'Qperiy attached, wesee that the argumentation of the mentioned 
authors does not justify their concluslon that quanturn~mechanical description 
is essentially incomplete. 

Many in the physics community seemed to accept that Bohr's paper 
put the record straight on the EPR experiment. I find Bohr's wording 
really rather vague and unconvincing. His emphasis is once again on the 
important role of the measuring instrument in defining the elements of 
reality that we can observe. Thus, setting up--"n .'!£Paratus to measure the 
position..'.'.f l?ar!!~~e~_",ith ce..rt1!inci,::lliii.ii.~ch we ~an infer the posi: 
donor par.tj<;I~_p~>.j?~cl!'4es !he p.5'2.~bi.lliy_9..f measuring the momentum 
of A and hence inf,rJing.(ht!Il.QroenDJ.m.Qf.!l. I(rhere is no!iiecha:nlcal 
disltlrbance' of particle B (as EPR assume), its elements of physical 
reality must be defined by the nature of the measuring device we have 
selected for use with particle A. 

Does this necessarily imply an action at a distance? Certainly, if we 
could somehow delay our choice of measuring instrument (position 
versus momentum) until almost the last moment, then in principle the 
information available to us about a pariicle'some considerable distance 
away changes instantaneously .. An action at a distance will be required 
if the measurement performed on A changes the physical state of B or 
results in some kind of communication to B of particle A's changed 
circumstances. 

If the physical state of both particles is described by a single wavefunc· 
lion, which would be the case for two particles that have interacted, then 
the measurement collapses the wave function into one of the measure· 
ment eigenfunctions, as described in Section 2.6. The changes in the 
wavefunction must be felt through the whole of the quantum system, 
including particle B, even though it may by that time have travelled 
halfway across the univer~e. 

Now if the wavefunction reflects only our state of knowledge of the 
quantum system, then its collapse would not seem to affect the system's 
physical properties~ However, the problem remains that the collapse of 
the wavefunction requires that those physical properties become mapi· 
fest in the quantum system where before they were not defined. The 
physical properties of particle B suddenly become real, where before they 
were not. It is difficult to imagine how this might happen without some 
kind of change in the physical state of a distant particle. 
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Einstein separability 

In June 1935, Schriidinger wrote to congratulate Einstein on the EPR 
paper, He wrote:' 

I was very happy that in the paper just published in [Physical Review] you 
have evidently caught dogmatic [quantum mechanics] by the coat·tails ... My 
interpretation is that we do not have a !quantum mechanics] that is consistent 
with relativity tl1eory~ I.e, with a finite transmission speed of aU influences, We 
have only the analogy of the old absolute mechanics ... The separalion process 
lS not at all encompassed by the orthodox scheme. 

Schr6dinger's reference to the 'separation process' highlights the 
essential difficulty that the EPR argument creates for the Copenhagen 
interpretation. According to this interpretation, the wavefunction for 
the two-particle quantum state does not separate as the particles them· 
selves separate in space-time. Instead of dissolving into two completely 
separate wavefullctions, one associated with each particle, the wave· 
function is 'stretched' out and, when a measurement is made, collapses 
instantaneously despite the fact that it may be spread Ollt over a large 
distance. 

EPR's definition of physical reality requires that the two panicles 
are considered to be isolated from each other, i.e. they are no longer 
described by a single wavefunction at the moment a measurement is I 

made. The reality thus referred to is sometimes called 'local reality' and 
the ability of the particles to separate imo two locally real independent 
physical entities is sometimes referred to as 'Einstein separability'. Under 
the circumstances of the EPR thought experiment, the Copenhagen 
interpretation denies that the two particles are Einstein separable and 
therefore denies that they can be considered to be locally real (at least, 
before a measurement is made on one or other of the particles, at which 
point they both become localized). 

Entangled states and Scbr6dinger's cal 

Motivated largely by the EPR paper, Schrodinger published in 1935 
details of one of the most famous of tile paradoxes of quantum theory, 
derived from one of Ihe most difficult conceptual problems associated 
with quantum measurement. In our discussion of this topic in Chapter 
2, the notion of the collapse of the wavefunction was presented without 
reference to the point in the measurement process at which the collapse 
occurs. Readers might have assumed that the collapse occurs at the 

t $chrodingel. Erwin, lener fO Eimrefn. Albert, 7 June 1935. 
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moment the microscopic quantum system interacts with the macroscopic 
measuring device. But is this assumption justified? After ail, a macro­
scopic measuring device is composed of microscopic entities- molecules, 
atoms, protons, neutrons and electrons. We could argue that the interac­
tion takes place on a microscopic level and should, therefore, be treated 
using quantum mechanics. 

Suppose a quantum system described by some state vector I r) inter­
acts with a measuring instrument whose measurement eigenstates are 
1 If. > and I If.)· These eigenstates combine with the macroscopic 
instrument to reveal one or other of the two possible outcomes, which 
we can imagine to involve the deflection of a pointer either to the left 
(+ result) or the right (- result). Recognizing that the instrument itself 
consists of quantum particles, we describe the state of the instrument 
before the measurement in terms of a state vector I rf>o}, corresponding 
to the central pointer position. The total state of the quantum system 
plus the measuring instrument before the measurement is made IS 

described by the state vector I <Po}, which is given by the product: 

(3.2) 

where we have made use of the expansion theorem 10 express I 'i') 
in terms of the measurement eigenstate, and we have assumed that 
( "', I !Y> = < '" _ I 'i') = 1/,/2 (the results are equally probable). 

We wan! to know how I q,o> evolves in time during the act of mea· 
surement. From our discussion in Section 2.6, we know that the applica­
tion of the time evolution operator (j to 14>,) allows us to calculate the 
state vector at some later til)!e, which we denote as I q, >, according to the 
simple expression 14» = U 14>0 ), or 

J (A " J 14» ""71 UIIf.) 1<1>.) + UIIf.) 1<1>0> . (3.3) 

Wc now have to figure Oil! what Ihe effect of (j will be. 
lt is clear Ihal if the instrument interacts with a quantum system which 

is already present in one of the measurement eigenstates (I >It. ), say), 
then the total system (quantum system plus instrument) must evolve into 
a product quantum state given by I¥-. ) 1<1>. ). This is equivalent to 
saying that this interaction will always produce a + result (the pointer 
always moves to the left). In this case, the effect of (j on the initial pro­
duct quantum state I If + ) l.p,) must be 10 yield the result I If, ) I <1>, ), 
i.e. 
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Similarly. 

Substituting these last two expressions into eqn (3.3) gives 

1 <P > = Jz rl"'.) IqI, > + 1"'- ) IqI- >l 
~ ~ 

(3.4) 

(3.5) 

(3.6) 

We now seem to be no further forward than before the measurement 
was made. Equation (3.6) suggests that the measuring instrument evolves 
into a superposition state in which the pointer simultaneously points 
both to the left and the right. Collapsing the wavefunction of the system­
plus-measuring-device would seem to require a further measuremenl. 
But then the whole argument can be repreated ad infinitum. Are we 
therefore locked into an endless chain of measuring processes? At 
what point does the chain stop (at what point does the wavefu!)ction 
collapse)? 

This problem is created by our inability to obtain a collapse of the 
wavefunction using the continuous, deterministic cquat~on of motion 

A 

from which the time evolution operator U is derived (see Section 2.6). I 

Schrodinger called the state vector I p) as given in eqn (3.6) 'entangled' 
because, once generated, it is impossible to separate it into its constituent 
parts except by invoking all indeterministic collapse. As we have seen, 
such a collapse is simply not accounted for in the equations of orthodox 
quantum theory. 

The paradox of Schrodillger's cat was designed to show up the 
apparent·-absurdity· of this situation by shifting the focus from the 
microscopic world of sub-atomic particles to the macroscopic world 
of cats and human observers. The essential ingredients are shown in 
Fig. 3.5. A cat is placed inside a steel chambettogether with a Geigertube 
containing a small amount of radioactive substance. a hammer mounted 
on a pivot and a p!1ial of prussic acid. The chamber is closed. From the 
amount of radioactive substance used and its known half-life. we expect 
that within one hour Ihere is a probability of t that one atom has dis­

·integrated. If an atom does indeed disintegrate, the Geiger counter is 
triggered. releasing the hammer which smashes the phial. The prussic 
acid is released, killing the cat. 

Prior to actually measuring the disintegration, the Slate vector of the 
alom of radioactive substance must be expressed as a linear superposi­
tion of the measurement eigenstates, corresponding to the physical states 
of the intact atom and the disintegrated atom. However. as we have seen 
above. treating the measuring instrument as a quantum object and using 
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the equations of quantum mechanics leads us to eqn (3.6), a superposi· 
tion of the two possible outcomes of the measurement. 

But what about the cat? These arguments would seem to suggest that 
We should express the state vector of the system-plus-cat as a linear super­
position of the products of Ihe slale veclors describing a disintegrated 
atom and a dead cat and of the state vectors describing an intact atom 
and a live cat. In fact, the stale vector of the dead cat is in turn a shor­
thand for the stale corresponding to the triggered Geiger counter, 
released hammer, smashed phial, released prussic acid and dead cat. 
Prior to measurement, the physical state of the cat is therefore 'blurred' 
- it is neither alive nor dead but some peculiar combination of both 
states. We can perform a measurement on the cat by opening the 
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chamber and ascertaining its physical state. Do we suppose that, at that 
point, the state vector of the system-plus-cat collapses and we record the 
observation that the cat is alive or dead as appropriate? 

Although obviously intended to be somewhat tongue-in-cheek. 
Sc!Jrodinger's paradox nevertheless brings our attention to an important 
difficulty that we must confront. The Copenhagen interpretation says 
that elements of an empirical reality are defined by the nature of the 
experimental apparatus we construct to perform measurements on a 
quantum system. It insists that we resist the temptation to ask what 
physical state a panicle (or a cat) was actually in prior to measurement 
as such a question is quite without meaning. 

However, this positivist interpretation sits uncomfortably with some 
scientists. particularly those with a special fondness for cats. Some have 
accepted the EPR argument that quantum theory is incomplete. They 
have set about searching for an alternative theory, one that allows us to 
attach physical significance to the properties of particles without the 
need to specify the nature of the measuring instrument, one that allows 
us to define an independent reality and that reintroduces strict causality. 
Even though scarching for such a theory might be engaging in mean· 
ingJess metaphysical speculation, they believe that it is a search that has 
to be undertaken. 

3.5 HIDDEN VARIABLES 

If we reject the 'spooky' action at a distance that seems to be required in 
the Copenhagen interpretation of quantum theory, and which is high­
lighted by the EPR thought experiment, then we must accept the EPR 
argument that the theory is somehow incomplete. In essence, this 
involves the rejection of the first postulate of quantum theory: the 
state of a quantum mechanical system is not completely described by the 
wavefunction. 

Those physicists who in the 19305 were uncomfortable with the 
Copenhagen interpretation were faced with two options. Either they 
could scrap quantum theory completely and sIan all over again or they 
could try to extend the theory to reintroduce Slrict causality and local 
reality. There was a general recognition that quantum theory was too 
good to be consigned to history's waste bin of scientific ideas. The theory 
did an excellent job of rationalizing the available experimental informa­
tion on the physics of the microscopic world of quantum particles, and 
its predictions had been shown 10 be consistently correct. What was 
needed, therefore, was some means of adapting the theory to bring back 
those aspects of classical physics that il appeared to lack. 

I 
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Einstein had hinted at a statistical interpretation. In his opinion, the 
squares of the wave functions of quantum theory represented statistical 
probabilities obtained by averaging over a large number of real particles. 
The obvious analogy here is with Boltzmann's statistical mechanics, 
which allows the calculation of observable physical quantities (such as 
gas pressure and thermodynamic functions like entropy) using atomic or 
molecular statistics. Although the theory deals with probabilities, these 
are derived from the behaviour of an ensemble of aloms or molecules 
which individually exist in'predetermined physical states and which obey 
the laws of a deterministic classical mechanics. 

The Copenhagen interpretation of the EPR experiment insists thaI the 
reality of the physical states that can be measured is defined by the nature 
of the interaction between two quantum particles and the nature of 
the experimental arrangement. A completely deterministic, locally real 
version of quantum theory demands that the physical states of the par­
ticles are 'sel' at the moment of their interaction, and that the particles 
separate as individually real entities in those physical states. The physical 
states of the particles are fixed and independent of how we choose to set 

, up the measuring instrument, and 50 no reference to the nature of the 
latter is necessary except to define how the independently real particles 

, interact with it. The instrument thus probes an observer-independent 
, realily. 
, Quantum theory in the form taught to undergraduate students of 
II chemistry and physics tells us nothing about such physical states. This is 
, either because they have no basis in reality (Copenhagen interpretation) 
! or because tile theory is incomplete (EPR argument). One way in which 
\ quantum theory can be made 'complete' in this sense is to introduce a new 
'set of variables. These variables determine which physical stales will be 
(preferred as a result of a quanlum process (such as an emission of a 
iPhoton or a collision between two quantum particles). As these variables 
,are not revealed in laboratory experiments, they are necessarily 'hidden' 
Ifrom us. 

Hidden variable theories of one form or another are not without pre­
cedent in Ihe history of science. Any theory which rationalizes the 
behaviour of a system in terms of parameters Ihat are fOr some reason 
inaccessible to experiment is a hidden variable theory. These variables 
have often later become 'unhidden' through the application of new 
experimental technologies. The obvious example is again Boltzmann's 
use of the <hidd~n'Jm)tjgJ)~S;lZjr~.tomSiU1amoleculesc~tructa-. 

. - --. ~ ,- --.-~--

statistical theory of mechanics. Mach's opposition to Boltmann's ideas 
w'as based on ilieexi'remeview that introducing such hidden variables 
unnecessarily complicates a theory and takes science no further forward. 
History has shown Mach's views to have been untenable. 
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We should note that although the introduction of hidden variables 
in quantum theory appears to be consistent with Einstein's general 
outlook, it has been claimed that Einstein himself never advocated such 
an approach. He appears to have been convinced that solutions to the 
conceptual problems of quantum theory would be found in an elusive 
grand unified field theory, the search for wbich took up most of his 
intellectual energy in Ihe last decades of his life. However, if we exclude 
hidden variables, il is very difficult to imagine just what EPR must have 
had in mind when they argued that quantum theory is incomplete. 

Statistical probabilities 

It will help our discussion of hidden variables to run through a simple 
example in which we deduce and use statistical probabilities from an 
'everyday' classical perspective, and then see how these compare with 
their equivalents in quantum theory. Imagine that I toss a coin into 
the air and it falls to the ground. When the coin comes to rest flat on 
the ground I take note of the outcome - heads (+ result, R.) or tails 
(- result, R_ )-and enter this in my laboratory notebook. I repeat this 
'measurement' process N times where N is a large r\umbeL 

At the end of this experiment, I add up the total number of times the 
result R. was obtained and denote this as N • . Similarly, N dellates the I 
number of times R _ was obtained. As there are only two possible out· 
comes for each measurement, J know that N, + N_ = N. We define the 
frequencies of the results R. and R _ according to the relations: 

tvT+ N_ 
11+ = ________ M ____ I p .. = .. M_______ • 

N.+N_ N,+N_ 
(3.7) 

I n principle, the outcome of anyone measurement is determined by a 
number of variables, induding the force and torque exerted on the coin 
as I toss it into the air, the interactions between the spinning coin and 
fluctuations in air currents and the angle and force of impact as the coin 
hits the ground. These variables could be controlled, for example by 
using a computer operated mechanical hand to toss the coin and by 
performing measurements in a vacuum. Alternatively, if we knew these 
variables precisely we could, in principle, use this information to calcu­
late the exact trajectory of the coin. It is certainly not impossible that the 
outcome of a particular measurement could therefore be predicted with 
certainty. 

III the absence of such control or knowledge of the variables, we 
assume that our measurements on the coin serve to 'calibrate' the system 
and allow us to make predictions about its behaviour in experiments yet 
to be performed. For example, if we discover that P, = v_ = {, we 
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would conclude that the probabilities, P, and P _, of obtaining the 
results R+ and R _ respectively for the (N + l)th measurement would 
also be equal to t. We would further condude that the coin is 'neutral' 
with regard to the measurement; i.e. both possible outcomes are 
obtained with equal probability. The coin does not have to be neutral: 
it could have been loaded in favour of one of the results and this would 
have been reflected in the measured frequencies. We should note that the 
definition of probability that we are using here is a rather intuitive one. 
In practice, coin tossing is subject to chance fluctuations that can often 
lead to some completely unexpected sequences of results. However, for 
our present purposes, it is sufficient to propose that our coin and method 
of tossing are unbiased and that we can make N sufficiently large so that 
the effects of chance fluctuations are averaged ollL 

The expectation value for the measurement is given by 

(M > = l"-,--R, + P_R_. 
> P, + P_ 

(3.8) 

Having established that P, = P _ = t, we conclude that the expecta­
tion value for the next measurement (and indeed all future measure­
ments) is 

(3.9) 

i.e. we expect to obtain the result R, or the result R with equal 
probability. 

We should make one further comment on eqn (3.9) before going on to 
consider a quantum system. Even when we do not control the variables 
as in this example, we perhaps have no difficulty in accepting that the 
outcome of a particular measurement is predetermined the moment 
the coin is launched into the air. Just as for Boltzmann's statistical 
mechanics, it is our Jack of knowledge of the many individual variables 
at work which forces us to resort to statistical probabilities. 

Quantum probabilities 

Now consider a quantum system, described by the state vector I"'}, on 
which a measurement also has two possible outcomes. Examples of 
such a measurement are the determination of the direction of an 
electron spin vector in some arbitrary laboratory frame and the deter­
mination of vertical versus horizontal polarization components of a 

A 

circularly polarized photon. Our measuring instrument - operator M-
has eigenstates 1"'+ > and I1/;- } corresponding to the two possible out­
comes: MI1/;, ) = R, l,p, > and MI1/;_) = R_I"'_)' To calculate the 
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expectation value (M. ) we must first express the state vector I Y) in 
terms of the two measurement eigenstates using the expansion theorem: 

(3.10) 

II follows that 
A 0 A 

MI ¥') = M I"'. ) < "'. I¥') + MI '" _ ) ('" _ I¥') (3.11) 

= R, 1"'+) <f+ I¥') + R_lf.) <1/-_1 ¥') 

and so 
A 

( "'1M I '" > = R + ( '.I' If. ) < I/- + I .y) + R. ( >/' 1 "'. ) (if;. I>/') 
= R, <>/1+ I'" }O(>/;, 1'.1') + R. (>/1.1'.1' )*("'_1'.1') 

= I <>/I. 1 '¥) I'R. + I (if.;_I¥') I'R. 
(3.12) 

where P + = 1 ( '" + I¥') I' is the projection probability for the eigen· 
state I if.; + ) and P _ = I < if; .. 1 '¥) I' is the projection probability for the 
eigenstate 1 if; _ ). It can similarly be shown that ( '¥ I '.1') = P + + P_, 
and SO 

(3.]3) 

This is identical with the result obtained in eqn (3.9) and, in fact, rein­
forces the point made in Chapter 2 that the expression for the quantum 
theoretical expectation value is derived from an equivalent expression in 
probability calculus. 

Equation (3.13) differs from eqn (3.9) only in the interpretation of the 
probabilities p. and P _. In quantum theory. these quantities reflect the 
probabilities that the slate vector 1'1') coUapses into One oflhe measure· 
ment eigenstates. Note that nowhere in the quantum theoretical analysis 
is it necessary to consider the behaviour of more than one quantum parti· 
c1e: eqn (3.13) applies to all individual particles in the state 1 '" ). 

A simple example of hidden variables 

A photon in a state of left circular polarization is described by the state 
vector I vO-L >. We know that its interaction with a linear polarization 
analyser, and its subsequent detection, will reveal the photon to be in a 
state of vertical or horizontal polarization. Suppose, then, that the 
photon is completely described by 1 if;L ) supplemented by some hidden 
variable), which predetermines which state of linear polarization will 

i 
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be observed experimentally. By definition, A itself is inaccessible to Us 

through experiment, but its value somehow controls the way in which the 
photon interacts with the analyser. 

We could imagine that A has all the properties we would normally 
associate with a linear polarization vector. A (or its projection) could 
presumably take up any angle in the plane perpendicular 10 the direction 
of propagation, as shown in Fig. 3.6(a). In a large ensemble of N left­
circularly polarized pholons, there would be a distribution of A values 
over the N photons spanning the full 3600 range. Thus, photon I has a 
,\ value which we characterize in terms of the angle '1'1 it makes with 
the vertical axis, photon 2 has a J\ value characterized by 'P" and so 
on until we reach photon N, which has a A value characterized by 'i'N' 
These angles lie in the range 0°-360", 

We nOw need further to suppose that these A values control the passage 
of the photons through the polarization analyser, A simple mecha­
nism is as follows. If the angle that)" makes with the vertical axis lies 
within ±45° of that axis, then the pboton passes through the vertical 
channel of the analyser and is detected as a vertically polarized photon 
(Fig. 3,6(b»). If, however, A makes an angle with the vertical axis which 
lies outside this range, then the photon passes through the horizontal 
channel of the analyser and is detected as a horizontally polarized photon 
(Fig. },6(c), We would need to suggest that the photon retains some 
'memory' of its original circular polarization if we are to avoid the kinds 
of problems described in Section 2.6, which arise when two calcite 
crystals are placed 'back-w-back'. In fact, why not suppose that when the 
linear polarization properties of the photon become revealed, its circular 
polarization properties become hidden, controlled by another hidden 
variable. 

In this scheme, the probability of detecting a photon in a state of ver­
tical polarization becomes equal to the probability that the photon has 
a A value within ±45° of the vertical axis. If there is a uniform pro­
bability that the A value lies in the range 0 0 -360°, then the probability 
that it lies within ± 45° of the vertical axis is clearly t _ Similarly, the 
probability of detecting a photon in a state of horizontal polarization is 
also t, Thus, this simple hidden variable theory predicts results consis­
tent with those of quantum theory. 

Note that while ~e"r~ stiHJ",ferringJler~u.()jlI2IJ~lities, unlik~ 
pro§ibililieso(-quantum theory theSE _lIr~'!2w_st?tistlc?.hilv"ra,g_ed _~~ 
a large number ofpbOlons wbicl).indiviQ!!.a!!l'l'.(}ssess dearly defined and 
predetermineiI'properties, If the hidden variable approadi'wereproved .­
to' be correct, we would presumably be able to trace these prObabilities 
back to the (deterministic) physics of the processes that created the 
photons, 
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Fig, 3,6 (a) A simple example of a local hidden variable. The hidden vector" 
determines the behaviour of a circularly polarized photon when it interacts with 
a linear polarization analyser. (b) If" lies within ± 45° of the vertical axis of the 
analyser, it passes through the vertical channel. (c) If it lies within ± 45° of the 
horizontal axis. it passes through the horizontal channel. 
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We should not get too carried away with this simple scheme" While it 
does produce results consistent with the predictions of quantum theory, 
it will not explain some fairly rudimentary experimental facts of life, 
such as Malus's law" However, we expect that a little ingenuity on the 
part of theoretical physicists should soon get around this difficulty, 
albeit at the cost of introducing further complexity into the hidden 
variable theory" 

Our simple example is obviously rather contrived and we would, 
perhaps, be reluctant at this stage to attach any physical significance to 
the variable A, which can have whatever properties we like provided the 
end results agree with experiment. Nevertheless, this exercise at least 
seems 10 indicate that some kind of hidden variable scheme is feasible" 
It might therefore come as something of a shock to discover that John 
von Neumann demonstrated long ago that all such hidden variables arc 
'impossible'" 

Von Neumann's 'impossibility proof' 

In a hidden variable extension of quantum theory, an ensemble of N 
quantum panicles, all described by some state vector I 'i'}, contains 
particles with some distribution of" values" For an individual particle, 
the value of II predetermines its behaviour during the measurement 
process. Let us suppose that the result of a measurement (operator 111) is 
one of two possibilities, R + and R _" The ensemble N can then be 
divided into two sub-ensembles, which we denote N, and N~ . The sub­
ensemble N, consists of those panicles with II values which predeter­
mine the result R + for each particle" The sub-ensemble N_ similarly 
contains only those particles predisposed 10 give the result R_. Refer­
ring to our simple example given above, N + would contain all those 
photons with II values characteristic of vertical polarization, and N_ 
would contain those photons with A values characteristic of horizontal 
polarization" 

If we perform measurements only on the sub-ensemble N +, we know 
that we should always obtain the result R + " Such an ensemble is said to 
be dispersion free" A dispersion-free ensemble has the property that 

( M~ ) - < M + )' = 0 (3"14) 

where (M + > is the expectation value for the result obtained by 
A 

operating on the state vector I 'P) with M" Von Neumann's proof rests 
on the demonstration that such dispersion-free ensembles are impos­
sible, and hence no hidden variable theory can reproduce the results that 
are so readily explained by quantum theory" 

We should first confirm that eqn (3"14) is not true for I'i') when 
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expressed as a linear superposition of the eigenstates of the measurement 
operator. as required in orthodox quantum theory without hidden 
variables. We have 

~ ~ ~ 

M'I yr) = M'I~+) <"',I yr) + M'I"'_) <"'_I';> 

= R~ I"', )(¥-,I yr) + R'-I¥-_ )("'.I>f) (3.J 5) 

and so 

(3.16) 

where p. and P. were defined above. Obviously, from eqn (3.13), 
(M'.) * (M±)' (remember ('flyr) = p. + P. = I) and the 
ensemble exhibits dispersiDn. 

If the hidden variables are to have the intended effect, the expectation 
value of the measurement operator must be equal to one of its eigen· 
values. This follows automatically from our requirement that a quantum 
particle be described by 1'1') and some hidden variable which predeter· 
mines the result R. or R_. This requirement meanS that for a particle 
in the sub·ensemble N" the effect of.M on 1 y) must be 10 return only 
the eigenvalue R +. Thus, 

(3.17)/ 

where we have used a subscript N+ to indicate that this expression 
applies only to the sub·ensemble N •. From eqn (3.17) it follows that 

(3.18) 

Similarly, 

( M' ). = ('frIM'lyr) = R'. *' N~ N., + (3. I 9) 

and so (M~ )N, = < M* )~, and the sub·ensemble is dispersion free, 
as required. 

Von Neumann's mathematical proof is quite complicated and we will 
deal with it here only in a superficial manner. Interested readers arc 
advised 10 consult the more advanced textS given in the bibliography. 
The proof is based on a number of postulates, one of which merits 

A 

our allention. Imagine that an operator 0 corresponding to some phy· 
sical quantity can be written as a combination of other operators (for 

A A 

example, H = T + V). Von Neumann postulated that the expectation 
value (0) can be obtained as a linear combination of the expectation 
values of the operators that combine to mak~ up OJ.whet~er or not these 
operators commute. Thus, in general, for 0 = aA + bB + .. 

(0, = (aA -;. bB + ... > = a(A> + b(B) + ... (3.20) 
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It is relatively straightforward to show that this is indeed the case for 
operators in quantum theory, 

Von Neumann then considered the measurement of a second, com-, 
plementary physical quantity (operator L) on the sub-ensemble N+, We 
suppose that there are again two possible outcomes, results S+ and S_. 
Following the same line of argument, we need to propose that there are 
two sub-sub-ensembles of N+, one of which i"s predisposed to give only 
the result S+ and one which gives only S_, We denote these two sub­
sub-ensembles as N+. and N+ _, Using cqn (3.20), we can write 

(M. + L. )N .. = (M. )N .. + (L. }NH 

=R+ +S+. 
(3.21 ) 

Herein lies the difficulty, von Neumann claimed. Note that, unlike 
the equation 

(3.9) 

A A 

the expectation value of the combined operator M + L is given by the , , 
sum of two eigenvalues corresponding to two measurement processes 
each of which 'must be obtained with unit probability (i.e. with cere 
tainty). Whereas eqn (3.9) is interpreted to mean that the result R + or 
the result R _ may be obtained with equal probability, eqn (3.21) can 
only mean that R, and S. must each be obtained with unit probability. 
However, although thc expectation values of llon-com.!TIuting guantu!1l. 
mechanical operatOrsareadd,uve, as postulated in eqn (3,20), their 
eigcilVaTties!lfe nOL rr they were, then an appropri'iileChoice of measure::-­
men! operators would allow us simultaneously to measure the position 
and momentum of a quantum particle with arbitrary precision, or 
mutually exclusive electron spin orientations, or simultaneous linear and 
circular polarization states of photons. This conflicts with experiment. 
That the expectation values (M * >N" and (L. )N., are equal to the 
eigenvalues of the corresponding operators is a requirement if the sub· 
sub-ensemble N. + is to be dispersion free, Von Neumann therefore 
concluded that dispersion-free ensembles (and hence hidden variables) 
are impossible, 

Von Neumann was congratulated not only by his colleagues and those 
fellow physicists who favoured the Copenhagen interpretation, but also 
by his opponents. However, if this were the end of the story as far as 
hidden variable theories are concerned, then we could eliminate virtually 
all of Chapter 4 from this book. Von Neumann's impossibility proof 
certainly discouraged the physics community from laking the idea of 
hidden variables seriously, although a few (notably Schrbdinger and 
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de Broglie) were not put off by iL Others began to look closely at the 
proof and became suspicious. A rew questioned the proofs correctness. 
The physicist Grete Hermann sug"ested that von Neumann's proof was 
circular - that it presupposed what it was trying to prove in its premises. 
She argued that the additivity postulate,. eqn (3.20), while certainly true 
for quantum states in ordinary quantum theory, cannot be automatically 
assumed to hold for states described in terms of hidden variables. Since 
von Neumann's proof rests on the general non-additivity of eigenvalues, 
it collapses without the additivity postulate. 

In his book The philosophy of quantum mechanics, published in 
1974, Max Jammer examined Hermann's arguments and concluded 
that the charge of circularity is not justified. He noted that the additivity 
postulate was intended to apply to all operators, not just non-commuting 
operators (which would give rise to non-additive eigenvalues). However, 
for commuting operators the case against dispersion-free states is not 
proven by von Neumann's arguments, Jammer wrote:' 'What should 
have been criticised, instead, is the fact that the proof severely restricts 
the class of conceivable ensembles by admitting only those for which [the 
additivity postulate] is valid.' 

It;s also worth noting an objection raised by the physicist John S. Bell 
(who we will meet again in the next chapter). Bcll argued that von 
Neumann's proof applies to the simultaneous measurement of two I 

complementary physical quanti!ie,. But such measurements require 
completely incompatible measuring devices and so no-one should be 
surprised if the corresponding eigenvalues are not additive. 

It gradually began to dawn on the physics community that hidden 
variables were not impossible after all. But about 20 years passed 
between the publication of von Neumann's proof and the resurgence of 
interest in hidden variable theories. By that time the Copenhagen inter­
pretation was well entrenched in quantum physics and those arguing 
against it were in a minority. 

t Jammer. Max (1'174), The philosophy of quantum mechanics. John Wiley and Sons, NY. 
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4 
Putting it to the test 

4.1 BOHM'S VERSION OF THE EPR EXPERIMENT 

Work on hidden variable solutions to the conceptual problems of quan­
tum theory did not exactly stop after the publication of von Neumann's 
'impossibility proof, but then it hardly represented an expanding field of 
scientlfic activity. About 20 years elapsed before David Bohm, a young 
American physicist, began to take more than a passing interest in the 
subject. ijis first, all-important contributions to the debate over the 
interpretation of quantum theory were made in 1951. 

In February of that year he published a book, simply entitled Quan­
fum theory, in which he presented a discussion of the EPR thought 
experiment. At that stage, he appeared to accept Bohr's response to E P R 
as having settled the matter in favour of the Copenhagen interpretation. 
He wrote:' 'Their IEPR'sj criticism has, in fact, been shown to be unjus­
tified, and based on assumptions concerning the nature of matler which 
implicitly contradict the quantum theory at the outset.' Bu! the subtle 
nature of the EPR argument, and the apparently natural and common­
sense assumptions behind it, encouraged Bohm to analyse the argument 
in some detail. In this analysis, he made extensive use of a derivative of 
the EPR thought experiment that ultimately led other physicists to 
believe that it could be brought down from the lofty heights of pure 
thought and put into the practical world of Ihe physics laboratory, II is 
this aspect of Bohm's contribution that we will consider here. 

Bohm's work on the EPR argument set him thinking deeply about the 
problems of the Copenhagen interpretation. He was very soon tinkering 
with hidden variables, and his firs! papers on this subject were submitted 
to Physical Review in July 1951, only four months after the publication 
of his book. However, Bohm's hidden variables differ from the ones we 
have so far considered (and wilh which we will stay in this chapter) in that 
they are non-local. We examine Bohrn's non-local hidden variable theory 
in Chapter 5. 

t Bohm. David (1951). Quantum theory. Prentice-Hail, Englewood Cliffs, NJ. 
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Correlated spins 

Bohm considered a molecule consisting of two atoms in a quantum state 
in which the total electron spin angular momentum is zero. A simple 
example would be a hydrogen molecule with its two electrons spin-paired 
in the lowest (ground) electronic state (see Fig. 4.1). We suppose that we 
can dissociate this molecule in a process that does not change the total 
angular momentum to produce two equivalent atomic fragments. The 
hydrogen molecule splits into two hydrogen atoms. These atoms move 
apan but, because they are produced by the dissociation of an excited 
molecule with no net spin and, by definition, the spin does not change, 
the spin orientations of the electrons in the individual atoms remain 
opposed. 

The spins of the atoms themselves are therefore correlated. Measure­
ment of the spin of Olle atom (say atom A) ill some arbitrary laboratory 
frame allows us to predict, with certainty, the direction of the spin of 
a,tom B in the same frame. Viewed in terms of classical physics or via 
tJ)e perspective of local hidden variables, we would conclude that the 
spins of the two atoms are determined by the nature of the initial 
molecular quantum state and the method of dissociation. The atoms 
move away from each other with their spins fixed in unknown but 
opposite orientations and the measurement merely tells us what these J 

orientations are. 
In contrast, the two atoms are described in quantum theory bya single 

wavefunction or state vector until the mome!1t of measurement. If we 
choose to measure the component of the spin of atom A along the 
laboratory z axis, our observation that the wavefunction is projected into 
a state in which atom A has its angular momentum vector aligned in the 
+ z direction (say) means that atom B must have its angular momentum 
vector aligned in the -;: direction. But what if we choose, instead, to 
measure the x 1Jr~y components of Ihe spin of atom A? No rna Iter which 
component is measured. the physics of the dissociation demand that the 

• 
B 

Fig. 4.1 Correlated Quantum panicles, The dissociation of a molecule from its 
ground state with no change of electron spin orientation creates a palf of atoms 
whose spins are cor(elated. 
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spins of the atoms must still be correlated, and so the opposite results 
must always be obtained for atom S. If we accept the definition of 
physical reality offered by EPR, then we must conclude that all com­
ponents of the spin of atom B arc elements of reality, since it appears that 
we can predict them with certainty without in any way disturbing B. 

However, the wavefunction specifies only one spin component, 
associated with the magnetic spin quantum number tn,. This is because 
the operators corresponding to the three components of the spin vector 
in Cartesian coordinates do not commute (the components are com· 
plementary observables). Thus, either the wavefunction is incomplete, 
or EPR's definition of physical reality is unjustified. The Copenhagen 
interpretation says that no spin component of atom B 'exists' until a 
measurement is made on atom A. The result we obtain for B will depend 
on how we choose to set up our instrument to make measurements on 
A. This is entirely consistent with EPR's original argument, couched in 
terms of the complementary position-momentum observables of two 
correlated particles. However, the measurement of the spin compo\lent 
of all atom (or an electron) is much more practicable than the measure­
ment of the position or momentum of an atom. Some physicists saw that 
further elaborations of Bohm's version of the EPR experiment could be 
carried out in the laboratory. We examine one of these next. 

Correlated photons 

It is convenient to extend Bohm's version of tile EPR experiment further. 
Suppose an atom in an electronically excited state emits two photons in 
rapid succession as it returns to the ground state. Suppose also that the 
total electron orbital and spin angular momentum of the atom in the 
excited state is the same as that in the ground state. Conservation of 
angular momentum demands that the net angular momentum carried 
away by the photons is zero. 

We know from our discussion in Section 2.5 that all photons possess 
a spin quantum number s = I and can have 'magnetic' spin quantum 
numbers m, = ± I, corresponding to states of left and right circular 
polarization. The net angular momentum of the photon pair can be zero 
only if the photons are emitted with opposite values of m" i.e. in 
opposite states of circular polarization. This scheme is exactly analogous 
to Bohm's version of the EPR experiment, but we ha~e replaced the 
creation of a pair of atoms with opposite spin orientations with the 
creation of a pair of photons with opposite spin orientations (circu­
lar polarizations). We discuss how this can be achieved in practice in 
Section 4.4. 

The experimental arrangement drawn in Fig.4.2 is designed not to 
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measure the circular polarizations of the photons but, instead, measures 
their vertical and horizontal polarizations. A photon moving to the left 
(photon A) passes through polarization analyser I (denoted PA,), This 
analyser is oriented vertically (orientation 0) with respect to some 
arbitrary laboratory frame. For reasons which will become clear when 
we go through a mathematical analysis below, the detection of photon 
A in a state of vertical polarization means that when B passes through 
polarization analyser 2 (PA" which also has orientation a), it must be 
measured also in a slate of vertical polarization. This polarization state 
of B will be 180" out of phase with the corresponding state of A, because 
the net angular momentum of the pair must be zero, but such phase 
information is not recovered from the meaSlIrements. Similarly, the 
measurement of A in a stale of horizontal polarization implies that B 
must be measured also in a state of horizontal polarization. We can 
therefore predict, with certainty, the vertical versus horizontal pOlariza­
tion state of B from measurements we make on A. 

According to the Copenhagen interpretation, we know only the 
probabilities that an individual photon will be detected in a vertical or 
horizontal polarization state; its polarization direction is not predeter­
mined by any property that the photon possesses prior to measurement. 
In contrast, according to any local hidden variable theory> the hehaviour 
of each photon is governed by a hidden variable which precisely defines I 

its polarization direction (along any axis) and the photon follows a 
predetermined path through the apparatus. 

Mathematical analysis 

To anticipate or interpret the results of such an experiment in terms of 
quantum theory, we need to know the initial state vector of the photon 
pair and the possible measurement eigenstates. We will begin with the 
formeL 

The two photons are emitted with opposite spin orientations Or cir­
cular polarizations. The total state vector of the pair can therefore 
be wriHen as a linear superposition of the product of the states 11ft> 
(photon A in a state of left circular polarization) and I "'~ ) (photon B 
in a state of left circular polarization) and the product of I "'~ > (photon 
A in a state of right circular polarization) and I ",g) (photon B in a 
state of right circular polarization). Readers might have expected that 
these products should have been I f~ ) If: ) and I "'~ ) I "'~ ) to get 
the correct left-right symmetry, but remember that the convention 
for circular polarization given in Section 2.5 specifies the direction 
of rotation for photons propagating towards the detector. Left (anti­
clockwise) rotation with respect to PA, corresponds to right (clockwise) 
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rotation with respect to PA" and so we interchange the labels for 
photon B. 

We now need to recall that photons are bosons and from Section 2.4 
we note that bosons have two-panicle state vectors that are symmetric 
to the exchange of the particles. The initial state vector of the pair is 
therefore given by: 

(4.1) 

The arrangement drawn in Fig. 4.2 can produce anyone of four pos­
sible outcomes for each successfully detected pair. If we denote detection 
of a photon in a state of vertical polarizati~m as a + result and detection 
in a slate of horizontal polarization as a - result, these four measure­
ment possibilities are: 

PA, 
+ 
+ 

PA, 
+ 

+ 

Measurement 
eigenstate 

111-.,> 
I >P, ) 
I >P , > 
111-._) 

The joint measurement eigenstates arc the products of the final state 
vectors of the individual photons. Denoting these final states as 
I >/;~ ) (photon A detected in vertical polarization state with respect 10 

orientation a), I 'f~ ) (phOlon A detected in horizontal polarization 
state with respect to orientation 0), I "'~} and I "'~ > , we have 

lib" ) '" lib: ) I "'~ ) III-, - > "" I "'~ > III-~ ) (4.2) 

III- • ) = I Ib~ ) I "'~ > 

Now we must do something about the fact that the initial state vector 
I >¥ ) is given in <qn. (4.1) in a basis of circular polarization states 

orientation orientation 

a a 

I 
® ® v v 

h • * ~ 
h source 

PA, PAz 

Fig.4.2 Experimenta! arrangement to measure the polarization states of pairs 
of correlated photons, 



whereas the measurement eigenstates are given in a baSIS of linear 
polarization states. We therefore use the expallSion theorem to express 
the initial state vector in terms of the possible measurement eigenstates; 

(4.3) 

We must now find expressions for the individual projection amplitudes 
in eqn (4.3). From eqns (4.l) and (4.2) we have 

( f H 1 '1') = J'Z < f~ 1 ( '"~ 1 ( 1 fn 1 fn + I"&~ > I""~ ) ) (4.4a) 

= +2 ( ( "': I "'~ )( '"~ 1 "'~ > + < "'~ I fP < f~ I"&~ ) ) (4.4b) 

1 [I 1 I IJ 
=Tz TzTz+TzJ2 (4.4c) 

1 
::::: -,-;;: 

'>12 
(4.4d) 

where we have used the information in Tab!e 2.2 to obtain expressions 
for the circular-linear polarization state projection amplitudes that 
appear in eqn (4.4b). Repeating this process for the olher projection 
amplitudes in eqn (4.3) gives 

and so 

(",,+-ly)=O 

(1/'-.1 ",) = 0 
1 <f __ I'1'> ~-Tz 

! 
I"{/) =Tz(lf .. ) t 1"'--»)' 

(4.5) 

(4.6) 

Equation (4.5) confirms our earlier view that the detection of a com· 
bined + result for photon A and - result for photon B (and vice versa) 
is not possible for the arrangement shown in Fig. 4.2 in which both 
polarization analysers have the same orientation. From eqn (4.6) we can 
deduce that the joint probability for both photons to produce + results. 
PH (a. aj = I (f •• 1 y) I', is equal to the joint probability for both 
photons to give - results, P __ (a, a) = 1 (.,& __ IIV ) I', i.e. PH (a, a) = 
P. _ (a, aj = r. The notation (a, a) indicates the orientations of the 
two analysers. 
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The expectation value 

We denote the measurement operator corresponding to PA, 
, A 

in orientation a as M, (a). The results of the operation of M, (a) 
on photon A are R~ or R:, depending on whether A is detected 
in a final vertical or horizontal polarization slate. Thus, we can 

A A 

write M,(a)I"';') ""R;'I"';'} and M,(a)I~) ""R~I"'n. Similarly, 
A g 81. A I. •• A. M, (a) I >,Ii, } "" R, >,Ii,} and M, (a) 1fh) "" R, l.,ph), where M, (a) IS 

the operator corresponding to PA, in orientation a and R~ and R: are 
the corresponding eigenvalues. From eqn (4.6), we have 

A 

M,(a) I >fr} 
I A A 

=J2(M,(a) 11f++} -M,(a)I1f __ }} 
. (4.7) 

=:h (R~I >/;++ ) - R~I .,p-- > ) 
and so 

Thus. the expectation value for the joint measurement is given by 

(>frIM, (a)M, (a) I '.i') = i (R;'R~ + R~Rn. (4.9) 

This notation is getting rather cumbersome, so we will from now on 
abbreviate the expectation value in eqn (4.9) as E(a,a). Note that 
the result in eqn(4.9) is equivalent 10 E(a,a) = PH (a,a)R~R~ + 
P __ (a,a)R~R~, where PH (a,a) = P __ (a,a) "" t. The correlation 
between the joint measurements is most readily seen if we ascribe some 
values to the individual results. For example, we can set R~ = R~ = +'1 
and R~ == R~ = - I, which is perfectly legitimate since we can always 
suppose that the measurement operators can be expressed in a way 
which reproduces these particular eigenvalues. Putting these results into 
eqn (4.9) gives 

E(a,a) = + I, 
i.e. the joint results are perfectly correlated. 

A poor map of realily 

(4.lO) 

If the discussion above has so far seemed reasonable, we must acJmow­
ledge one important point about it. Although there are some properties 
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of [.;p) that depend only on the nature of the physics of the two-photon 
emission and the atomic quantum slates involved, Our quantum theory 
analysis is useful to us only when couched in terms of the measurement 
eigenstates of the apparatus. There are no 'intrinsic' states of the quan­
tum system. Even the initial state vector, given in eqn (4.1), is only 
meaningful if we relate it 10 some kind of experimental arrangement. Of 
course, quantum theory tells us nothing whatsoever about the 'real' 
polarization directions of the photons (these are propenies that sup­
posedly have no basis in reality). Consequently, the only way oflreating 
[.;p} is in relation to our measuring device. 

For example, we could have aligned each polarization analyser to 
make measurements along one of many quite arbitrary directions. The 
arrangement shown in Fig. 4.2 measures the vertical v and horizontal h 
components of the photon polarizations. However, we could rolate 
both polarization analysers through any angle 'P in the same direction 
and measure the v' and h' components. But, provided both analysers 
are aligned in the same direction, the observed results would be juS! 
the same. All polarization components are therefore possible, but 
only in an incompletely defined sense. To obtain a complete speci­
fication, the photons must interact with a device which defines the direc­
tion in which the components are to be measured and simultaneously 
excludes the measurement of all other components. Definiteness in one I 

direction must lead to complete indefiniteness in all other directions 
(com piementarity). 

Bohm closed his discussion of his version of the EPR experiment 
with the comment:! 'Thus, we must give up the classical picture of a 
precisely defined {polarization] associated with each [photon], and 
replace it by our quantum concept of a potentiality, the probability of 
whose development is given by the wave function! B'2h!n--'u~ 
J>ote_ntialiti~s~ = tl!,,-P21~~_h..~~n_( _iI!-..a quan!..u1ILD'~J&!IUSU)J.QdQ~ 
aJ)~!~jcllrar r.e.sur!.~ s,:,~~sts_(~,,~J1e ma~ a]re~~£!'.en '!h.~'!!JL 
about non-local filMen variables, desplte his outward .adherenc~ to 
theCoie"hagen~l·~t~.f@f~-HeaTsonOted·ihatthe mathemati~;;r 
formalism of quantum theory did not contain elements that provide a 
one-Io-one correspondence with the actual behaviour of quantum par­
ticles. 'Instead', he wrote, 'we have come to the point of view that the 
wave function is an abstraction, providing a mathematical reflection of 
certain aspects of reality, but not a one-to-one mapping.' 

He further concluded that: ' ... no theory of mechanically deter-

t Bohrn, David (195)). Quantum fhrory. Prentice-Hall, Englewood Cliffs. N), 
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mined hidden variables can lead to all of the results of the qUh'1tum 
theory.' 

4.2 QUANTUM THEORY AND LOCAL REALITY 

The pattem of results observed for a beam of photons passing through 
a polarization analyser is not changed as we rotate the analyser. In 
principle, the measurement eigenstates I>/;,} and l,ph > refer only to the 
direction 'imposed' on the quantum system by the apparatus itself - we 
need to use the notation u' and h' only when one analyser orientation 
differs from the olher. The pattern does not depend on whether we orient 
the apparatus along the laboratory z axis, x axis or, indeed, any axis. 
However, important differences arise when two sets of apparatus are 
used to make measurements on correlated pairs of quantum panicles, 
since the two sets of measurement eigenstates need not refer to the same 
direction. 

Quantum correlations 

Let us consider the effects of rotating PA, through some angle with 
respect to PA" as shown in Fig. 4.3. PA, is aligned in the same direc-

Qrientailcn orientation 
a ~ @ b 

:'=--.. =0-. -......:9;;:----. ---i·;:..··-·----iDI--~: 
source J---

PA, 

v I 
v' totaled through 

h' angle (b -a) with respect 
/ toPA! 

Fig_ 4.3 The same arrangement as shown in Fig, 4.2, but with one of the 
polarization analysers oriented at an angle with respect to the vertical aXJs of the 

other. 
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tion as before, which we continue to denote as orientation a, and so its 
measurement eigenstates are I >/!~) and ! >/!~ ) , with eigenvalues R~ and 
R~. We denote the orientation of PA, as b and designate its new 
measurement eigenstates as I >/!~. > and I >/!~. ), corresponding respec­
tively to polarization along the new vertical v' and horizontal h' direc­
tions, with corresponding eigenvalues R~., and R~ .. We denote the angle 
between the vertical axes of the analysers as (b - a). The eigenstates of 
the jOint measuremeht in this new arrangement are given by 

I>/!~,} = 11/;:} 11/;~) 

1';<,) = I"':) I"'~) 
I"'~-) = I"'~) !>/!~) 

Ilb ~ - ) = I >/!~ > I "'~ ). 
(4.11) 

We must now express the initial state vector I 'Jf), given in eqn (4.1), 
in terms of the the new joint measurement eigenstates. We can obviously 
proceed in the same way as before: 

(4. 12) 

in which 

<>j,;,I'Jf> =Jz(>j,~1 ("'~I(lf~>,"'n + ,,,,n I"':» (4.13a) I 

Similarly. 

Thus. 

= J2 ( ( "'~ lopn < "'~ lop D + ( lb: lop ~ > ( op ~ I'" n ) 
.(4.13b) 

< >/! ~ -I .y} = Jz sin (b - a) 

< '" ~ + I 'i') = Jz sin (b - a) 

('" '.-1 'i') = - Jz cos(b - 0). 

(4.13c) 

(4.13d) 

( 4.14) 
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I 'P) = Tz [ 1 '" ++ > cos (b - a) + 1 '" + _ ) sin (b - a 1 
(4.15) 

+ 1 lP_+) sln(b - 0) - 1 lP __ ) cos(b - 0) ]. 

The consistency of this last expression with the result we obtained in 
eqn (4.6) can be confirmed by setting b = (1. We can use eqns (4. I3d) 
and (4.14) to obtain the probabilities for each of the four possible joint 
results: 

I 
P, , (0, b) = 1 { '" : + 1 .y) I' = "2 cos' (b - a) 

P._(a,b) = l(lP:_llV)I'=~Sin'{b-a) 

P.,(a,bj = 1("':+I'P)I'=~Si!l'(b-a) 

p __ (a • b) = 1 ( lP :.1 0/ ) i' = ~ cos' (b - a). 

The expectation value, E(a,b). is given by 

(4.16) 

E(a, b) = PH (a, b)R~R~ + P+. (a,b)R~R:. + P.+ (a,b)R~R~. 

+ P_ (a,b)R~R~._ (4.17) 

If, as before, we ascribe values of ± 1 to the individual results (+ 1 for 
!J or v' polarization, -I for h or h' polarization), then the expectation 
value can be used as a measure of the correlation between the joint 
measurements: 

£( 11, b) = P ++ (a. b) - P +. (a, b) - P _ + (11, b) + p. _ (a, b). 
(4.18) 

From eqn (4. J 6), we discover that £( 11, b) for the experimental arrange­
ment shown in Fig. 4.3 is given by 

£(0, b) = cos'(b - 0) - sin' (b - oj = cos2(b - a). (4.19) 

The function cos2(b - oj is plotted against (b - a) in Fig. 4.4. Note 
how this function varies between + I (b = a, perfect correlation), 
through 0 «b - oj = 45°, no correlation) to -I «b - a) "" 90', per· 
feet anticorrelation}. 

Hidden variable correlations 

What are the predictions for £(o,b) using a local hidden variable 
theory? We will answer this question here by reference to the very simple 
local hidden variable theory described in Section 3.5. We suppose thai 
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E(a.b) : 

-1 

(b-a) 

90' 

Fig. 4.4 The correlation between the photon polarization states predicted by 
quantum theory, plotted as a function of the angle between the vertical axes of 
the analysers, 

the two photons are emilted with opposite circular polarizations, as 
required by the physics of the emission process, but that they also possess 
fixed values of some hidden variables which predetermine their linear 
polarization states. 

As before, we imagine that these hidden variables behave rather 
like linear polarization vectors. Thlls, after emission, photon A might 
move towards PA, in a quantum state which we could denote I .;:, A), 
indicating that it is left circularly polarized and has a value of A which 
predetermines its linear polarization state in one specific direction. This 
value of A is set at the moment of emission and remains fixed as 
the photon moves towards PA,. Consequently, photon B must move 
towards PA, in the state I >log, --), >, indicating that it is right circularly 
polarized and has a value of A which is opposite to that of A (no net 
angular momentum) but which predetermines that its linear polariza­
tion state lies in the same (vertical) plane as that of A. As with A, the A 
value of B is set at the moment of emission and remains fixed as it 
moves towards PA,. Its value is not changed on detection of photon A 
(Einstein separability). 

According to our simple theory, a photon with A poiming in any direc­
tion within ±45° of the vertical axis of a polarizer will pass through the 
vertical channel. If it lies outside this range, then it must lie within *45 0 

of the horizontal axis and so passes through the horizontal channel of the 
polarizer. 

We set the two analysers so that they are aligned in the same direction 
(b = 0). For simplicity, we imagine the situation where photon A passes 
through the venical channel of PA, (+ result). This means that the A 
value of A must have been within ± 45 0 of the vertical axis. The A value 
of photon B, which points in the opposite direction, must therefore 
lie within ± 45 0 of the vertical axis of PA, and so passes through the 
vertical channel of PA" as shown in Fig. 4.5. Hence the two photons 
produce a joint + + result, consistent with the quantum theory predic-
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photon A 

v ,\ 

tfesult 

PA, 

v' v 

v 

----'lIE---- h 

-A 
photon B 

, 'f;'1,1 \'~T--lo;n! ++ result possible 
;~ only it -A lies in doubly 

shaded area 
pno!on B 

Fig. 4.5 Origin of correlations based on a simple hidden variable theory. 

lion. III fact, wecan see immediately that the properties we have ascribed 
to the hidden variables will not allow joint + - or - + results, and so 
this theory is entirely consistent with quantum theory for this particular 
arrangement of the polarization analysers, 

Now let LIS rotate PA, through some angle (b - a) with respect to 
PA" We denote the new polarization axes of PA, as 1)' and h'. Again 
we assume for the sake of simplicity that photon A gives a + result. This 
has the same implications for the hidden variable of photon B as before, 
Le. A points in the opposite direction and lies within ± 45° of the v axis. 
However, for photon B 10 give a + result, A must lie within ± 45 0 of the 
new u' axis (see Fig. 4,5). Clearly the joint probability P ++ (a, b) will 
depend on the probability that'\ for photon B lies within ±45° of both 
the v and u' axes - the doubly-shaded area shown in Fig. 4.5. This prob­
ability is given by the ratio of the range of angles that determine the area 
of overlap (90" - I b - a I ) to the range of all possible angles (180°). 
Thus, 

PH (o,b) '" (90 0 
- Ib - al)/180°. (4.20) 

This expression for PH (a,b) is valid for O· ,;; Ib - al ,;; 90°. We can 
use a similar line of reasoning to show that 
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P._(a,b) Ib-aI/180° 

p_. (a, b) = Ib - a11l80° 

P __ (a,b) = (90 0 
- Ib - 171)/180°. 

From ego (4.18), it follows that the prediction for E(a,b) 
simple local hidden variable theory is 

E(a,b) = (180 0 
- 41b - 171)/180 0 

= l-lb-al/45° 

valid for 0° ~ Ib - 171 ~ 90°. 

(4.21) 

from this 

(4.22) 

NOle that when I b - al = 0°, 45 Q and 90°, E (a, b) = + I, 0 and -I 
respectively. 'This local hidden variable theory is therefore consistent 
with the quantum theory predictions at these three angles. However, 
from the comparison of the two correlation functions shown in Fig. 4.6, 
we can see that the two theories predict different results at all other 
angles. The greatest difference between them occurs at (b - a) = 22.5 0

, 

where quantum theory predicts E(a,b) = c0545° = 1/.)2 and the local 
hidden variable theory predicts E(a,b) = t-

This appears to be merely a confirmation of Bonm's contention, 
quoted above, that 'no theory of mechanically determined hidden 
variables can lead to aI/the results of the quantum theory.' But you might I 

not yet be satisfied that the case is proven_ After all, the local hidden 
variable theory we have described here is a very simple one. Might it no! 
be possible to devise a more complicated version that could reproduce all 
the resulls of quantum theory? More complicated.1Q>:.:albid.d.~ru:.ii!~ 
theories are indeed possible, but, in fact, none can reproduce all the ----- ------.~------. 

-t 1 loca! hidden variables 

£\a.b) 

quantum lheory 

Fig, 4.6 Comparison of the dependerlces of the quantum theory and hidden 
variables correlations on the angle between the vertical axes of the analysers 
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~p.c~,Qi<;ti.o.ns_of quantum theory. The truth of this statement is demon­
strated in a celebrated theorem devised by·John S. Bell. 

4.3 BELL'S THEOREM 

Bohm's early work on the EPR experiment and non·local hidden vari· 
abIes reawakened the interest of a small section of the physics com­
munity in these problems. Many dismissed Bohm's work as 'old stuff, 
dealt with long ago', but for some his approach served to heighten their 
own unease about the interpretation o.f quantum theory, even ;fthey did 
no! necessarily share his co.nclusio.ns. One physicist who became very 
suspicious was John S. Bell. In a paper submitted to. the jo.urnal Reviews 
of Modern Physics in 1964 (but not actually published until 1966), 
Bell examined, and rejected, von Neumann's 'impossibility proo.f and 
sim.rar-irgumenis tpat had bee~'used todeny"ifiepossibiliiy of hidden 
va·riable,. ." . "-"" ",.. . --"" "" .. 

--Howeyer, Lu.a.s.u.bsequen!.p.aper, Bell demonstrated that under certain 
conditions qu!'nlum theory and local hidden variable theories predfcl 
different -,,,,54lt, f.o.r.lhe"same experiments on p",,!irs or correlated par" 
tieles. This difference, which is intrinsic to all IOcalh,ddenvar;able 

t11eories and is independent of the exact nature of the theory, is sum· 
marized in Bell's theorem. Questions about local hidden variables 
immediately changed character. From being rather academic questions 
about philosophy they became practical questions of profound impor­
tance for quantum theory. The choice between quantum theory and local 
hidden variable theories was no longer a maHer of tastc, it was a matter 
of correctness. 

Bertlmann's socks 

We will derive Bell's theorem through the agency of Dr Bertlmann, a real 
character used by Bell for a discussion on the nature of reality which 
was published in the Journal de Physique in 1981. I can find no. better 
introduction than to use Bell's own words:' 

The philosopher in the street, who has not suffered a course in quantum 
mechanics, ;s quire unimpressed by Einstein-Podolsky-Rosen correlations. He 
can point to many examples of similar correlations in everyday lik The ease of 
Bertlmann's socks is often cited. Dr BerUm.nn likes to wear two socks of dif· 
ferent colours. Which colour he will have on a given fOOl on a given day is quite 
unpredictable. But when you see [Fig. 4.7J that the firs! sock ;s pink you can be 

f Bd!. J.S. (l98:1) }O/.irnal d~ Physique. CoUQ4ue C2. suppL au numuo 3, tOme- 42. 
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les chausseiles 
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Fig. 4.7 8crtlmann and the nature of reality. Reprinted with permission from 
Journal de Physique (Paris), Col/oque C2, (suppl. au numero 3), 42 (19811 C2 
41-61. 

already sure that the second sock wilI not be pink. Observation of the first, and 
experience of Bertlmann, gives Immediate information about the second. There 
is no accounting for tastes, but apart from that there is no mystery here. And I 
is not this EPR business just the same? 

Dr Bortlmann happens to be a physicist who is very interested in the 
physical characteristics of his socks. He has secured a research contract 
from a leading sock manufacturer to study how his socks stand up to the 
rigoUTs of prolonged washing at different temperatures. Bertlmann 
decides to subject his left socks (socks A) to three different tests: 

test a, washing for I hour at 0 "C; 
test b, washing for 1 hour at 22.5 "C; 
test c, washing for J hour at 45 ec, 

He is particularly concerned about the numbers of socks A that survive 
intact (+ result) Or are destroyed (~ resull) by prolonged washing at 
these different temperalUres. He denotes the number of socks that 
pass test" and fail test b as n [", b _ J. Being a theoretical physicist, he 
knows Ihat he can discover some simple relationships between such 
numbers without actually having to perform the tests using real socks 
and real washing machines, This makes his study inexpensive and there­
fore allractive to his research sponsors. 

He reasons that n[a.b_l can be written as the sum of the numbers 
of socks which belong to two subsets, one in which the individual socks 
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pass test <1, fail b and pass c and one in which the socks pass test a, fail 
b and fail c: 

Similarly, 

and 

n[a.c_l =n[a.b.c] +n[a.b_c_l. 

From eqn (4.23) it follows that 

n[a+b_ J '" n[a,b.c J 

and from eqn (4.24) it follows that 

n[b+c.l '" n[a+b,c.l. 

Adding eqns (4.26) and (4.27) gives 

n[a,b J + n[b.c 1", n[a.b_c.l + nfa, b,c J 

or 

n[a,bJ +n[b+c.] "'n[a,c.J. 

(4.23) 

(4.24) 

(4.25) 

(4.26) 

( 4.27) 

(4.28) 

(4.29) 

It is at this stage that Bertlmann notices the flaw in his reasoning which 
readers will, of course, have spotted right at the beginning. Subjecting 
one of the socks A to test a will necessarily change irreversibly its physical 
characteristics such that, even if it survives the test, it may nor give the 
result for tesl b that might be expected of a brand new sock. And, of 
course, if the sock fails lest b, it will simply not be available for test c. 
The numbers n [a + b _ 1 etc therefore have nO practical relevance. 

But then Bertlmann remembers that his socks always come in pairs. He 
assumes that, apart from differences in colour, the physical characteris­
tics of each sock in a pair arc identical. Thus, a test performed on the 
right sock (sock B) can be used to predict what the result of the same 
test would be if it was performed on the left sock (sock A), even though 
the test on A is not actually carried out. He must further assume that 
whatever test he chooses to perform on B in no way affects the outcome 
of any other test he might perform on A, but this seems so obviously 
valid that he does not give it a second thought. 

Bertlmann now devises three different sets of experiments to be carried 
out on three samples containing the same total number of pairs of his 
socks. In experiment I, for each pair, sock A is subjected to test a and 
sock B is subjected to test b. If sock B fails test b, this implies that sock 
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A would also have failed lest b had it been performed Oil A. Thus, the 
number of pairs of socks for which A passes test a and B fails test b, 
N+ _ (a, b), must be equal to the (hypothetical) number of socks A 
which pass test a and fail test b, i.e 

(4.30) 

In experiment 2, for each pair, sock A is subjected to test b and sock B 
is subjected to test c. The same kind of reasoning allows Bertlmann to 
deduce that 

(4.3J) . 
Finally, in experiment 3, for each pair, sock A is subjected to test a and 
sock B is subjected to test c. Bertlmann deduces that 

(4.32) 

The arrangements for each experiment are conveniently summarized 
below. 

Experiment TeSI 
~"~".--~ 

Sock A Sock B 

1 a b 
2 b c 
3 a c 

From eqns (4.30)-(4.32) and (4.29) Bertlmann has, therefore 

N._(a,b)+N,_(b,c) ;:;,N+_(a,c). (4.33) 

Benlmann now generalizes this result for any batch of pairs of socks. By 
dividing each number in eqn (4.33) by the total number of pairs of socks 
(which was the same for each experiment) he arrives at the frequencies 
with which each joint result was obtained. He identifies these frequencies 
with probabilities for obtaining the results for experiments 10 be per­
formed on any batch of pairs of socks that, statistically, have the same 
properties. Thus, 

P+_ (a,b) + P+_ {b.c};" P,_ (a,c). (4.34) 

This is BeJI's inequality. 

Bell's inequality 

While this digression has been enter.taining. readers might be wondering 
about its relevance to quantum physics. Actually. it is very relevant. 

J 
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Follow the above arguments through once more, replacing socks with 
photons, pairs of socks with pairs of correlated photons, washing 
machines with polarization analysers and temperatures with polarizer 
oriemations and you will still arrive at Bell's inequality, eqn (4.34), 

Our three tests now refer to polarization analysers set with their 
vertical axes oriented at a = 0·, b = 22,S" and c = 45°, These different 
arrangements can be summarised as follows: 

Experiment Photon A Photon !l Difference 
PAl orientation PAz orientation 

-~-~"-~, .. ~ .. -

1 a (0") b (225') b - a = 22,5° 
2 b (22.5") c (45 'J r - b = 22Y 
3 a (0') c (45') c - () = 45° 

The expressions in eqn (4. 16) give the probabilities as predicted by quan, 
tum theory for any angle (b - a). Putting in the appropri.~te angles 
allows us to rewr;te eqn (4.34) as follows 

i s;n'(22,5°) + i sin'(22.5°) ;;, i sil1'(45°) (435) 

or 

0.1464 ;;, 0.2500 (4,36) 

which is obviously incorrect. Thus. for ,hese particular arrangements of 
the polarization analysers, quantum theory predicts results that violate 
Bell's inequality. 

The most important assumption we made in the reasoning which led 
to this inequality was that of Einstein separability or local reality of the 
photons. It is therefore an inequality that is quite independent of the 
nature of any local hidden variable theory thaI we could possibly devise. 
The conclusion is inescapable, quantum theory is incompatible with 
any local hidden variable theory and hence local reality. (Readers might 
wish to confirm for themselves that the simple local hidden variable 
theory described above, for which the predicted probabilities are given 
in eqn (4.21), does indeed conform to Bell's inequality for the same set 
of angles.) 

We should not, perhaps, be too surprised by this resulL The predic­
tions of quantum theory are based on the properties of a two-particle 
state vector which. before collapsing into one of the measurement 
eigenstates, is 'delocalized' over the whole experimental arrangement. 
The two particles are, in effect, always in 'contact' prior to measurement 
and can therefore exhibit a degree of correlation that is impossible for 
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two Einstein separable particles. However, BeH's inequality provides 
us with a straightforward lest. If experiments like the ones described 
here are actually performed, the results will allow us to choose between 
quantum theory and a whole range of theories based on local hidden 
variables. 

Generalization 

Before we get too carried away with these inequalities, we should 
remember what it is we are supposed to be measuring here. We are pro­
posing an experiment in which some atomic source (yet 10 be specified) 
emits a pair of photons correlated so that they have no net angular 
momentum. The photons move apart and each enter a polarization 
analyser oriented at some angle to the arbitrary laboratory vertical axis. 
The photons are detected to emerge from the vertical or horizontal 
polarization channels of these analysers and the results of coincident 
measurements are compared with the predictions of quantum theory and 
local hidden variable theories. 

Unfortunately, nothing in this life is ever easy. Bertlmann's derivation 
of the inequality (4.34) is based on an important assumption. Remember 
that he had supposed that, with the exception of colour, each member 
of any given pair of his socks possesses identical physicafcharnctefJs­
tlcs-S 0-iFiar IhneslITf-5T-any-fesTper rorrll.ed .o_n. ~§()ck -S-.,;,;ou Id-1iu t 0-

_____ •• ~ __ 'w~. __ •• _~_"~__:y.--.--~-.-~ "__ . ___ . _ 
~matrcally imply the same result lOr A. This, in turn, implres that i['we 
JJerlorm the same test onboili-socks simultaneously, we expect to 
observe identical results, or perfect correlation. In the language of the 
equivalent experiments with photons, if we odem PA, and PA, so that 
their vertical axes are parallel, we expect to obtain perfect correlation­
E(a,o) = + I, P + _ (0, ill = P_, (a, ill = O. Alas, in the 'real' world, 
there are a number of limitations in the experimental technOlogy of 
polarization measurements that prevent us from observing perfect cor· 
relation. And any effect that reduces the physicist's ability to measure 
these correlations below the maximum permitted by Bell's inequality will 
render the experiments inconclusive. 

Firstly, real polarization analysers are not 'perfect'. They do not 
transmit all the photons that are incident on them (through one or other 
of the two channels) and they often 'leak', i.e. horizontally polarized 
photons can occasionally pass through the vertical channel, and vice 
versa. Worse still, the transmission characteristics of the analysers may 
depend on their orientation. Secondly, detectors such as photomulti­
pliers are quile inefficient, producing measurable signals for only a small 
number of the photons actually generated. Finally, the analysers and 
detectors themselves must be of limited size, and so they cannot 'gal her' 
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all of the photons emitted, even if they are emitted in roughly the right 
direction. Experimental factors such as these limit the numbers of pairs 
that can be detected successfully, and will also lead to some pairs being 
detected 'incorrectly'; for example, a pair which should have given a + + 
result actually being recorded as a + - result. These limitations always 
serve to reduce the extent of correlation between the photons that can be 
observed experimentally. 

There is a way out of this impasse. It involves a generalization of Bell's 
inequality to include a fourth experimental arrangement, and was first 
derived by JohnF. Clauser, Michael A. Horne, Abner.Shimony and 
Richard A. Holt in a paper published in PhYSical Review Lellers;n 1969. 
A derivation is provided in Appendix B. 

Denoting the four different orientations of the polarization analysers 
as a, b, C and d this generalized form of Bell's inequality can be written: 

IE(a,b) -E(a,d)1 + IE(c,b) +E(c,d)1 ,;; 2 (4.37) 

The advantage of this generalization is that nowhere in its derivation 
is it necessary to rely on perfect correlation between the measured 
results for any combination of polarizer orientations (see Appendix B). 
Inequality (4.37) applies equally well to non-ideal cases. For future con­
venience, we denote the term involving the different expectation values 
on the left-hand side of eqn (4.37) by the symbol S. We will use different 
subscripts to differentiate between theoretical predictions for and experi­
mental measurements of S. 

There is a further important point of which we should take note. The 
implication of the hidden variable approach we have so far adopted 
is that the l\ values are set at the moment the photons are emitted, and 
the outcomes of the measurements therefore predetermined. However, 
there is nothing in the derivation of eqn (4.37) which says this must 
be so. The only assumption needed is one of /ocali{YC7.meaSl.ll:f!men1S 
made on ph~t()~A donot-ilffectthe possibie·out~omes of any sub­
sequent measurements made ·on B and vice versa. The generalized form· 
of Bell's inequality actually provides a test for all classes of locally 
realistic theories, no! juS! those theories which happen also to be deter­
ministic. It is no longer essential to suppose that the A values of photons 
A and B remain determined as they propagate towards their respective 
analysers. 

The photons must still be correlated (no net angular momentum) but 
their A values could vary betwecn emission and detection. All that is 
required for eqn (4.37) to be valid is that there should be no communica­
tion between the photons at Ihe moment a measurement is made on one 
of them. As we can arrange for tbe analysers to be II long distance apart 
(or space-like separated, to use the physicists' term) this requirement 
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essentially means no communication faster thall the speed of light. 
Recall once· again that Einstein suspected that the Copenhagen inter­
pretation of quantum theory might necessarily lead to a violation of the 
postulates of special relativity. 

Now let us take a look at some specific orientations in actual experi­
ments. Consider the four experimental arrangements summarized 
below: 

Experiment Photon A Photon B Difference 
PAl orientation PA2 orientation 
.---~---- ~-----~~-

a (0') b (225') b - a = 22.5' 
2 a (0') d (67.5') d - a = 67.5' 
3 c (45 ') b (22.5') b - c = -22.5' 
4 c (45') d (67.5') d - c = 22.5' 

From eqo (4.19), we note that the expectation value for the joint mea­
surement with the vertical axes of the polarization analysers at an angle 
(b - oj is cos2(b .- a). Thus, 

SOT = IE(a,b) -E(a,d)1 + JE(c,b) + E(e,d)j 

_ jcos(45°) - cos(135°)1 + Icos( -.45°) + cos(45°) I 
1 1 1 I 

- 172 -+ 72 I + 171 + 71 1 

= 2../2 = 2.828. (4.38) 

where SOT denotes the quantum theory prediction for S. Equation 
(4.38) is in clear violation of inequality (4.37). Readers can once 
again satisfy themselves that the simple local hidden variable theory 
described in Section 4.2, which prediclsE(a,b) = 1 - Ib - 01/45° for 
0° :I; I b - a I ,;;; 90°, further predicts SHY = 2, where the subscript HV 
stands for 'hidden variables'. 

This exercise merely confirms once morc that quantum theory is not 
cOl)sistent with local reality. Correlations between the photons can be 
greater than is possible for two Einstein separable particles since the 
reality of their physical properties is not established until II measurement 
is made. The two particles are in 'communication' over large distances 
since their behaviour is governed by a common state vector. Quantum 
theory demands a 'spooky action at a distance' that violates special 
relativity. 
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4.4 THE ASPECT EXPERIMENTS 

It is probably reasonable to suppose that the derivation, in the late 19605 
and early 1970s, of an equation which is demoMtrahly violated by a 
quantum theory then over 40 years old should have settled the matter one 
way or the other, once and for all. Correlated quantum panicles are 
everywhere in physics and chemistry, the simplest and most obvious 
example being the helium atom, an understanding of the spectroscopy of 
which had led to the introduction of the Pauli principle in the first place. 
Blit it became apparent that the special circumstances under which Bell's. 
inequality could be subjected to experimental test had never been realized 
in the laboratory. Suddenly, the race was on to perfect an apparatus 
that could be used to perform the necessary measurements on pairs of 
correlated quantum particles. 

As early as 1946, the physicist John Wheeler, then at Princeton 
University, had proposed studies on correlated photons produced by 
electron -positron annihilation. But the polarization correlations of 
two photOns emitted in rapid succession (in a 'cascade') from an excited 
state of the calcium alom proved to be the most accessible to experi­
ment and ultimately closest to the ideal. Carl A. Kocher and Eugene D. 
Commins at the University of California at Berkeley used this source 
in 1966 ill a study of correlations between the linear polarization states 
of the photons, altbough they did not explicitly set out to test Bell's 
inequality. 

The first such direct tests were performed in 1972, by Stuart J. 
Freedman and John F, Clauser at the Lawrence Livermore Laboratory 
in California, who also used the calcium atom source. These experiments 
produced the violations of Bell's inequality predicted by quantum theory 
but, because of some further 'auxiliary' assumptions that were necessary 
in order to extrapolate the data, only a weaker form of the inequality was 
tested. These auxiliary assumptions left unsatisfactory loopholes for the 
ardent supporters of local hidden variables to exploit. It could still be 
argued then that the evidence against such hidden variables was only 
circumstantiaL 

To date-;-lhe best, most comprehensive experiments designed speci­
fically to test the general form of Bell's inequality were those performed 
by Alain Aspect and his colleagues Philippe Grangier, Gerard Roger 
and Jean Dalibard, at the Institut d'Optique Theoretique et Appliquee, 
Universite Paris-Sud in Orsay, in 1981 and 1982. These scientists also 
made use of cascade emission from excited calcium atoms as a source of 
correlated photons. We will !lOW examine the physics of this emission 
process in detaiL 
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Cascade emission 

In the lowest energy (ground) state of the calcium atom, the outermost 
4s orbital is filled with two spin-paired electrons. The vector sum of 
the spin angular momenta of these electrons is therefore zero, and 
the state is characterized by a total spin quantum number S '" O. The 
spin multiplicity (2S + I) is unity and so the stale is called a singlet 
state. 

The total angular momentum of the atom is II combination of the 
intrinsic angular momentum that the electrons possess by virtue of their 
spins and the angular momentum they possess by virtue of their orbital 
motion. We can combine these two kinds of angular momentum in dif· 
ferent ways. In the first, we determine separately the total spin angular 
momentum (characterized by the quantum number S) and the total 
orbital angular momentum (quantum number L) and combine these to 
give the overall momentum (quantum number J). In the second we com· 
bine the spin and orbital angular momenta of each individual electron 
(quantum number j) and combine these to give the overall lotal. The 
former method is appropriate for atoms with light nuclei and we will use 
it here. 

In fact, for the ground state of the calcium atom, the outermost elec· 
trons are both present in a spherically symmetric s orbital and therefore 
possess no orbital angular momentum: L '" I), S = 0 and so J = O. The 
state is labelled 4s' 'So, where the superscript I indicates that it is a 
singlet state, the S indicates that L = 0 (S corresponds to L '" 0, P cor· 
responds to L = I, D corresponds to L = 2, etc) and the SUbscript 0 
indicates that J = O. 

If we use light to excite the ground state of a calcium atom, the photon 
that is absorbed imparts a quantum of angular momentum to the atom. 
This extra angular momentum cannot appear as electron spin, since that 
is fixed at t II. Thus, the angular momentum must appear in the excited 
electron's orbital motion, and so the value of L must increase by one unit, 
Promoting one electron from the 4s orbital to the 4p orbital satisfies this 
selection rule. If there is no change in the spin orientations of the elec­
trons, the excited state is still a singlet state, S = 0 and, since L = I, there 
is only one possible value for J, J = I. This excited state is labelled 
4s4p 'P" 

Now imagine that we could somehow excite a second electron (the one 
left behind in the 4s orbital) also into the 4p orbital, but stili maintaining 
the alignment of the electron spins. The configuration would then be 
4p', which can give rise to three different electronic states correspon­
ding to the three different ways of combining the twO orbital angular 
momentum vectors. In one of these states the orbital angular momentum 
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vectors of the individual electrons cancel, L = 0 and, since S = 0 we have 
J = O. This particular doubly excited state is labelled 4p' 'So' 

If this doubly excited state is produced in the laboratory, it undergoes 
a rapid cascade emission through the 4s4p 'P, state to return to the 
ground state (see Fig, 4.8). Two photons are emitted. Because the quan­
tum number J changes from 0 -> I .... 0 in the cascade, the net angular 
momentum of the photon pair must be zero. The photons are there­
fore emitted in opposite states of circular polarization. In fact, the 
photons have wavelengths in the visible region, Photon A, from the 
4p' 'So - 4s4p 'P, transition, bas a wavelength of 551.3 nm (green) and 
photon B, from the 4s4p 'P, -> 4s' 'So transition. has a wavelength of 
422.7 nm (blue). 

Experimental details 

In the experiments conducted by Aspect and his colleagues, the 4p' 'So 
state was not produced by the further excitation of the 4s4p 'P, state, 
since that would have required light of the same wavelength as photon 
B. making isolation and detection of the subsequently emitted light very 
difficult. Instead, the scientists used two high-power lasers. with wave· 
lengths of 406 and 581 nm, to excite the calcium atoms. The very high 
intensities of lasers make possible otherwise very low probability multi­
photon excitation. In this case two photons, one of each colour, were 
absorbed simultaneously by a calcium atom to produce the doubly 
excited state (see Fig. 4.8). 

Aspect, Grangier and Roger actually used a calcium atomic beam. 
This was produced by passing gaseous calcium from a high temperature 
oven through a tiny hole into a vacuum chamber. Subsequent collima­
tion of the atoms entering the sample chamber provided a well defined 
beam of a!Oms with a density of about 3 X 10'° aloms cm-' in the 

Fig. 4.8 Electronic states of the calcium atom inVOlved in two~photon cascade 
emission process. 
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region where the a tomic beam intersected the laser beams. This low 
density (atmospheric pressure corresponds to about 2 x 10" molecules 
cm - J

) ensured that the calcium atoms did not collide with each other or 
with the walls of the chamber before absorbing and subsequently emit­
ting light. It also removed the possibility that the emitted 422.7 nm light 
would be reabsorbed by ground s tate calcium atoms. 

Figure 4.9 is a schematic diagram of the apparatus used by Aspect and 
hi s colleagues. They monitored light emitted in opposite directions from 
the atomic beam source, using filter s to isolate the green photons (A) 
on the left and the blue photons (B) on the right. They used two polariza­
tion analysers,. four photomultipliers and electronic devices designed 
to detect and record coincident signals from the photomultipliers. The 
polarization analysers were actually polarizing cubes, each made by 
gluing together two pri sms with dielectric coatings on those faces in con­
tact. These cubes transmitted light polarized parallel (vertical) to the 
plane of incidence, and reflected light polarized perpendicular (horizon­
tal) to thi s plane. Thus, detection of a transmitted photon corresponds 
in our earlier discussion to a + resuit, while detection of a reflected 
photon corresponds to a - result. 

The po lari zing cubes were neither quite perfectly transmitting for pure 
vertically polarized light nor perfectly reflecting for pure horizontally 
polarized light. The physicists measured the transmittance of PA, for I 
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Fig.4.9 Schematic diagram of the experimental apparatus used by Aspect, 
Grangier and Roger (PMT is a photomultiplier). 
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vertically polarized light, T;, and the reflectance of PAl for horizon­
rally polarized light, R? for light with a wavelength of 551.3nm. They 
obtained T; = R; = 0.950. They also measured n = R; = 0.007. 
These latter figures represent a small amount of 'leakage' through the 
analyser. Similarly, for light with a wavelength of 442.7 nm, they mea­
sured T; = R~ = 0.930 and n = R; = 0.007. 

Each polarization analyser was mounted on a platform which allowed 
it to be rotated about its optical axis. Experiments could therefore be 
performed for different relative orientations of the two analysers. The 
analysers were placed about 13 m apart. The electronics were set to look 
for coincidenc'es in the arrival and detection of the photons A and B 
within a 20 nanosecond (ns) time window. This is large compared with 
the time taken for the intermediate 4s4p 'P, state to decay (about 5 ns), 
and so all true coincidences were counted. 

Note that to be counted as a coincidence, the photons had to be 
detected within 20 os of each other. Any kind of signal passed between 
the photons, 'informing' photon B of the fate of photon A, for example, 
must therefore have travelled the j 3 m between the analysers and detec­
tors within 20 ns. In fact, it would take about 40 ns for a signal moving 
at the speed of light to travel this distance. The two analysers were 
therefore space-like separated. 

The results 

Aspect, Grangier and Roger actually measured coincidence rales (coin­
cidences per unit time). For the specific arrangement in which PA, 
has orientation a and PA, has orientation b, we write these coincidence 
rates as R .. (a,b)' R,_ (a,b), R_, (a,b) and R __ (a,b). After 
correction for accidental coincidences, the physicists obtained results 
which varied in the range 0-40 coincidences S-I depending on the angle 
between the vertical axes of the polarisers (b - oJ. They then used these 
results to derive an experimental expectation value, E (a, bJ"." for 
comparison with theory (cf. eqn (4.18)); 

E(a b) =1!~Ja, b) - R,jcL.,tJL - R_+ (a, bj + R._ (""-~ 
, "P' R., (a,b) + R,_ (a,b) + R_, (a,b) +R __ (a,b) 

(4.39) 

Dividing by the sum of the coincidence rates normalizes the expectation 
value (it is equivalent to dividing by the tOlal number of photon pairs 
detected). 

The physicists measured the expectation value for seven different sels 
of analyser orientations, and the results they obtained are shown in 
Fig. 4.10. From eqn (4.19), we know that the quantum theory prediction 
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Fig. 4.10 Results of measurements of the expectation value Eta, b J for seven 
different relative orientations of the polarization analysers. The continuolJs line 
represents the quantum theory predictions modified to take account of ;nstru~ 
mental -factors (see text). Reprinted with permission from Aspect er al. {i 982;. 
Physical Review Letters, 49, 91. 

for E(a. b) is cos2(b - a). However, (he extent of the correlation 
obsdrved experimentally was dampened by limitations in the apparatus, 
as described above. The physicists therefore derived a slightly modified 
form of the quantum theory prediction that takes these limiting factors 1 

into account. They obtained: 

. (T; - Tn (T; - n 1 
E(a, b) ~ F 1h +T ;) (1"; + Tn cos2(b - oj. ( 4.40) 

The factor Fallows for the finite solid angles for detection of the photons 
(not all photons could be physically 'gathered' into the detection system). 
They found F = 0.984 for their experimental arrangement. The term 
involving the analyser transmittances accounts for the small amount of 
leakage and for the fact tnat not all photons incident on the analysers 
were ultimately detected, The predictions of quantum theory, corrected 
for these instrumental deficiencies, are shown in Fig. 4.10 as the conti­
nuous line. As expected, the predictions demonstrate Ihat perfect corre­
lation, (b - oj = 0°, and perfect anticorrelation, (b - 0) '" 90°, were 
not quite realized in these experiments. 

Aspect and his colleagues then perfonned four sets of measurements 
with analyser orientations as described on p. 138. Defining the quantity 
S,," as [IE(a,b) -E(a,d)j + IE(c,b) +E(c,d)ILp>(cLeqn(4.38», 
from their measurements they obtained 

S"P' = 2.697 ± 0.015 (4.41 ) 

a violation of Bell's inequality, eqn (4,37)), by 83"70 of the maximum 
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possible predicted by quantum theory (Le . .J2, see eqn (4.38)). By taking 
the mstrumentallimitations into account, the physicists obtained a modi­
fied quantum theory prediction for this quantity of SOT = 2.70 ± 0.05, 
in excellent agreement with experiment. 

These results provide almost overwhelming evidence in favour of 
quantum theory against all classes of locally realistic theories. One loop­
hole remained, however. The polarization analysers were set in position 
before the experiments were initiated (i.e. before the calcium atoms 
were excited and, most importantly, before the correlated photons were 
emitted). Could it not be that the photons were somehow influenced in 
advance by the way the apparatus was set up? If so, is it possible that the 
photons could have been emitted with just the right physical characteris­
tics (governed, of course, by local hidden variables) to reproduce the 
quantum theory correlations? Although this is beginning to look like 
some kind of grand conspiracy on the part of the photons, it is not a 
possibility that can be excluded by the experiments just described. 

Closing the lasl loophole 

To close this last remaining loophole, Aspect, Dalibard and Roger modi­
fied the experimental set-up to include two acousto-optical switching 
devices (see Fig. 4.11). Each device was designed to switch the incoming 
photons rapidly between two different optical paths, and each was 
activated by passing standing ultrasonic waves through a small volume 
of water held in a transparent container. The ultrasonic waves, which 
change the refractive index of the water and hence change the path of 
light passing through it, were driven at frequencies designed to switch· 
between the two paths every IOns. At the end of each path was placed 
a polarization analyser (which could be oriented independently of the 

fig. 4.11 Schematic diagram of the experimental apparatus used by: Aspect. 
Dalibard and Roger. 
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rest of the apparatus) and a photomultiplier. The vertical axes of each 
of (he four analysers were oriented in different direc!lons. 

By this arrangement, the physicists prevented the photons from 'know­
ing' in advance along which optical path they would be travelling, 
and hence through which analyser they would eventually pass. The 
end result was equivalent to changing the relative orientations of the 
two analysers while the photons were in flight. Any communication 
between the photons regarding the way the apparatus was set up was 
therefore restricted to the moment of measurement, in principle requir­
ing faster than Iigh! signalling between the photons to establish the 
correlation. 

The switching arrangement shown in Fig. 4.11 was difficult to operate 
and run successfully. Aspect and his colleagues could not add to Ihis 
difficulty by trying to detect photons both transmitted and reflected 
by the polarization analysers (such an experiment would have required 
eight photomultipliers and the necessary coincidence detection!). The 
physicists could therefore only detect those photons transmined by 
the analysers: they could observe only + results. Fortunately, a version 
of Bell's inequality had been derived by John F. Clauser, Michael A. 
Horne, Abner Shimony and Richard A. Holt in 1969 for Just this kind 
of experiment. We will derive this inequality here. 

Let us return for a moment to the expression for the expectation value I 
E(a, b) given in eqn (4.18): 

E (c, b) = PH (a, b) - P + _ (c, b) - P _ + (a, b) + P ~ _ (c, b) . 
(4.18) 

Our difficulty arises because if only transmitted photons are detected, 
then only quantities related to PH (a, b) can be measured. However, 
consider the equivalent experiment performed with PA, removed com­
pletely. We llse the symbol 00 instead of b to define a probability for joint 
detection, P, + (a, 00), in these circumstances. Provided the removal of 
PA, in no way affects the behaviour of either photDn A or B, then 
P" (a, (0) should include the probabilities of all possible joilll results 
in which photon A is detected, I.e. it includes the possible joint reslIlts 
in which photon B is detected (+) and not detected (-): 

PH (a, ()OJ ~ PH (a,b) + p~_ (a,b). (4.42) 

Similarly, 

(4.43) 

and 

PH (00, 00) = P ++ (a, b) + P + _ (a, b) + P ~ + (a, b) + p __ (a, b). 
(4.44) 
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We can now combine these expressions to give 

£(a,b) = 4P .. (o,b) - 2Pq (a,oo) - 2P .. (00,11) + PH (00,00). 
(4.45) 

Equation (4.45) allows us to calculate the expectation value using only 
the probabilities of joint + + results, for which related quantities can be 
obtained from experiment. • 

From eqn (4.45) it follows that 

£ (0, b) - E «(J, d) = 4 P ++ «(J, b) - 4 p .. (a, d) 

- 2P" (00, 0) + 2P .. (00, d) 
(4.46) 

and 

E(c, b) + E(c, d) = 4P ++ (c, 0) + 4P H (c, d) - 4P .. (c, co) 

- 2 P + + (00, b) - 2 P ++ (00, d) + 2 P H ( co, 00 ) . 
(4.47) 

Equations (4.46) and (4,47) can now be combined to give an expression 
for S in terms of the probabilities for joint -f. + results. 

In the experiments, coincidence rates were actually measured. When 
normalized, these rates are related to the joint detection probabilities via 
relations such as 

P ( b) = R" (G, b) . 
• + G, R ( ) . 

t+ 00,00 
(4.48) 

All the quan!tt.es needed to obtain S from the experiments with 
switched optical paths were measured by Aspect and his colleagues. 
For (J = 0°, b = 22.5°, C = 45° and d = 67.5°, they obtained S"" '" 
2.404 ± 0.080, once again in clear violation of inequality (4.37). Taking 
account of inefficiencies in the polarization analysers and the finite solid 
angles for detection allowed them to obtain a modified quantum theory 
prediction SQT = 2.448, in excellent agreement with experiment. 

So, where does all this leave local reality? For the purist, the last 
loophole is still not completely closed by these experiments. The standing 
ultrasonic waves used to drive the acousto-optical switches did not 
provide completely random switching, although the two switches were 
driven at different frequencies. However, we would need 10 invoke a 
very grand conspiracy indeed to salvage local hidden variables from 
these experimental results. This immediately brings to mind another of 
Einstein's famous quotes (made in a rather different context): 'The Lord 
is subtle, but he is not malicious.' 
. The majority of physicists, including those like David Bohm and John 

Sell who have rejected the Copenhagen view, have accepted that the 
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~e':.lexperi~ create great diffi.~u~s fOLl~Cl£le~w_~ich ~~at~r:.e_"a 
local realiiY.lOither we give up reality or we accept that there can be some 
kmaOT'SQooky aetion "fa d~tanc-e';"IilYQlvingcom!nu~!CatJcirilseiween 
distant 2am of the world at speeds faster than that of light, TliiSapj5eafs 

toConflicl ~!.~ .. IE£P'9_i~~.( ip~darrelatiVlly. --... ~--"~"­
-- Although the independent reality advocate,fby the realist does not 
have 10 be a local reality, it is clear that the experiments described here 
leave the realist with a lot of explaining to do. An observer changing the 
orientation of a polarizer does affect the beha\;iouroradlsla!irphotoii~ 
no -;m;-tterhow-distan fltlS:-Wlia levenne naTiireoTrealit y :it canIiOTOe 
as Simpleaswe-;nrgfJTii"iive thought at first-

Do the Aspect experiments necessarily represent the end of this story 
as far as experimental physics is concerned? In 1985. Bell thought 
not:' 

It is a very important experiment. and perhaps it marks the point where one 
should stop and think for a time, but J certainly hope it is not the end, I think 
that the probing of what quantum mechanics means must continue. and in fae! 
it wiil continue, whether we agree or not that it is worth whire~ because many 
people arc sufficiently fascinated and perturbed by this thal i! will go on. 

Superluminal communications 

Whether or not we accept that correlated photons are objectively real 
entities which exist independently of our instruments, the results of the 
Aspect experiments suggest an interesting possibility, Can we exploit the 
communication that seems to take place between distant photons to 
send faster-than.light messages? To answer this question we need to 
devise a simple procedure by which information might be communicated 
between two distant observers. and then see if such a procedure works 
in principle. 

The feature of the physics of the correlated photons that we must try 
to exploit is the instantaneous realization of a specific polarization state 
for photon B at the moment that photon A is detected to be in a specific 
polarization slate. Consider the AMAZING Superluminal Communica· 
tions System T.", manufactured and marketed by the AMAZING Com .. 
pany of Reading, U,K, shown schematically in Fig, 4, 12. It has three 
parts, a transmitter, a receiver, and a 'line' provided by a ce!l!ral source 
of correlated photons emitled continuously in opposite directions, al 
regular intervals of say 10 ns. The photons that make up a pair are timed 
to arrive coincidentally at the transmitter and receiver, 

1 Bel.!, J.S. in Davies, P. C. W. and Brown. J. R. (1986). The ghost ;n Jhe alOm. Cambridge 
UniversilY Press. 
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Fig. 4.12 The AMAZING Supefluminal Communications System™, 

The transmitter is built around an acousto-optical switch which 
switches the incoming A photons between tWQ different optical paths. 
One path leads to a polarizing filter oriented with its axis of maximum 
transmission in the vertical direction and the other leads to a polarizing 
filter oriented horizontally. The transmitter electronics recognizes detec­
tion of a photon through the vertical polarizer as a 'I', and detection of 
a photon through the horizontal polarizer as a '0'. The receiver, located 
on the moon, has only one polarization fiiler, oriented vertically. 

Now suppose that we wish to inform a friend on the moon that the 
temperature in Reading is currently 19 "C. This number can be encoded 
as a binary number (in fact, the binary form of 19 is 10011). We plug this 
binary number into the electronic system that controls the acousto­
optical switch. When the system wants to send a I, the next incoming A 
photon is switched through to the vertical polarizer. Its detection forces 
photon B into a vertical polarization state (because of the correlation 
between the photons - E(a,a) '" + I), which passes through the ver­
tical polarizer in the receiver and is detected. This signal is recognized by 
the receiver electronics as a I and the digit has therefore been transmitted 
instantaneously. 

When the transmitter wants to send a 0, the next incoming A photon 
is switched through to Ihc horizontal polarizer. Its detection forces the 
next photon B into a horizontal polarization state which is blocked by 
the polarizer in the receiver. Since the receiver expects the next photon 
within 10 os of the previous one, it recognizes non-detection as a O. 

This process continues until all the binary digits have been sent. OUf 

distant friend decodes the binary number and learns that the temperature 
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in Reading is J 9 °C The information takes about 50 ns to transmit, com­
pared to the J.3 s or so that it takes a conventional signal to travel the 
240000 miles from the earrh to the moon. This represents a time saving 
of a factor of about 30 x 10'. In fact, this factor is unlimited, since the 
communication is instantaneous and we can place (he transmitter and 
receiver an arbitrarily long distance aparr (although we may have!O wait 
a while for the 'line' to be established). 

Of course, if this scheme had any chance of working whatsoever, it 
would have been patented years ago. It does not work because an A 
photon passed through to the vertical polarizer is not automatically 
forced into a state of vertical polarization. According to quantum 
theory, it has equal probabilities for vertical or horizontal polarization, 
and we have no means of predicting in advance what the polarization will 
be. Thus, simply switching the A photon through to the venical polarizer 
does not guarantee that photon B will be forced into a state of vertical 
polarization. In fact, despite switching between either path in the trans­
mitter, there is still an unpredictable 50: 50 chance that photon B will be 
transmiltcd or blocked by the polarizer in the receiver. No message can 
be sent. (The AMAZlNG Company of Reading, U.K., recently filed 
for intellectual bankruptcy.) 

Actu~J!J:ll'_~_l<e!'ILl!H:tu."<i that our inability.l.o exploit the app'ar~.n.t. 
Taster·than-JighLsignalling between distant correlated photons allows I 

quaiitum theory and speCial ieJativiiypea~~f,;ilyio-coexiSr:-sPecrar 
relat,viiy!s.fpunded on the postulate tliatlhe-speed·oniglft 'represents 
tll;:·iiliimate speed "ftransmission of anyconvenlional signal. Whatever­
the ilimireo'f the communication between distant correlated ph~t~s;it 

-is-certaihly nor conventional. 

4.5 DELAYED-CHOICE EXPERIMENTS 

All our attention in this chapter has so far focused on the properties 
-ifi1iflleliaviour of arllfiCill1fy-generateacorrebted -JllI:anCUl!L..P."rtlcle<c 

"the experiments performed by Aspect and his colleagues were-rather 
esoteric, involving a complicated apparatus and a somewhat complicated 
analysis. They seem to take the interested spectator a long way fr.om what 
might appear to be the heart of the matter: wave-particle duality. After 
all, it was Bohr's insistence on the complementary nature of wave and 
particle properties that became one of the foundation stones of the 
Copenhagen interpretation. The Aspect experiments demonstrate in a 
round-about way that this complementarity creates a direct conflict 
between quantum theory and local reality. Is there a less round-about 
way .of showing this? 
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In the las! section, we saw that closing the last loophole through which 
local reality could be saved and the experimental results still explained 
involved switching between different analyser orientations while the 
emitted photons were in flight. The choice between the nature of the 
measurement was therefore delayed with respect to the transitions that 
created the photons in the first place. Is it possible to make this a delayed 
choice between measuring devices of a more fundamental nature? 

For example, in our discussion ill Section 2.6, we imagined the situa­
tion in which a single photon passes through a double slit apparatus to 
impinge on a piece of photographic film. We know that if we allow a 
sufficient number of photons individually to pass through the slits, one 
at a time, then an interference pattern will be built up. This observalion 
suggests that the passage of each photon is governed by wave inter­
ference effects, so that it has a greater probability of being detected 
(producing a spot on the film) in the region of a bright fringe (see 
Fig. 1.3). It would seem that the photon literally passes through both 
slits simultaneously and interferes with itself. As we noted in our earlier 
discussion, the sceptical physicist who places a detector over one of 
Ihe slits in order to show that the photon passes through one or the 
other does indeed prove his point - the photon is detected, or not 
detected, at one sliL But then the interference pattern can no longer be 
observed. 

Advocates of local hidden variables could argue that the photon is 
somehow affected by the way we choose to set up oui measuriti£ device. 
It thus adopts a certain set of physical characteristics (hidden variableS) 
if the apparatus is set up to show particle-like behaviour, and adopts a 
differe!!! seJ. of characteristics if the apparatus is set up to show wave 
interference effects. However, if we can design an apparatus that allows 
tisToc""noose between these totally different kinds of measuring device, 
we could delay our choice until the photon was (according to a local 
hidden~a~iable theory) 'committed' to showing one type of behaviour. 
We suppose that the photon cannOI change its 'mind' after it has passed 
through the slits, when it discovers what kind of measurement is being 

/~~~ -.. ~ 
. made". 

Photons have it both ways 

In 1978, the physicist John Wheeler proposed JUS! such a delayed-choice 
experiment, which is in effect a modified version of the double slit 
apparatus described above. This experiment has recently been performed 
in the laboratories of two independent groups of researchers: Carroll O. 
Alley, Oleg G. Jakubowicz and William C. Wickes from the University 
of Maryland and T. Hellmuth, II. Walther and Arthur G. Zajonc from 
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the University of Munich. Both groups used a similar experimental 
approach, a s'omewhat simplified version of which is described below. 

The basic apparatus is shown schematically in Fig. 4.13. A pulse of 
light from a laser was passed through an optical device called a beam· 
splitter which, like a half·silvered mirror, transmits half the intensity 
of the incident light and reflects the other half. The split light beams 
followed two paths, indicated as A and B in Fig. 4.13. Fully reflecting 
mirrors were used to bring the two beams back into coincidence inside 
a triangular prism. 

The recombined beams show wave interference effects. Viewed in 
terms of a wave picture, the relative phases of the waves (positions of the 
peaks and troughs) at the point where the beams recombine determines 
whether they show constructive interference (peak coincides with peak) 
or destructive interference (peak coincides with trough). The relative 
phases of the waves could be adjusted simply by changing the length of 
one of the paths. In Fig. 4.13, a 'phase·shifter' is shown in path A. 

In fact, the dashed line drawn inside the triangular prism represents 
another beamsplitting surface, arranged to provide another 90° phase 
difference between light reflected from it and transmitted through it, 
Light reflected from Ihis surface was detected by photomultiplier 1, and 
transmitted light was detected by photomultiplier 2. Thus, if the Jight 
waves entering the prism from paths A and B were already out of pildse 
by 90° as a result of the different lengths of the paths. then the light 
reflected from the beamspli!ting surface was 180 0 out of phase (peak 

ooamsplilter 
path A 

laser -. __ ~"-.-->_-: 

palh 8 phase· 
shifter 

PMT ® 

Pockels ce!l 
• 

,. "---- Pockels cell 

PMT ® 

CD 
PMT 

Fig. 4.13 Schematic diagram of the experimental apparatus used by Alley and 
colleagues to perform delayed-choice measurements, 
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coincident with trough), giving destructive interference. No light was 
detecled by photomultiplier l. On the other hand, light transmitted 
through tile prism was shifted back into phase (peak coincident with 
peak), giving constructive interference. This light was detected by photo­
multiplier 2. The advantage of this arrangement was that interference 
effects were readily observed by the simple fact that all the light was 
detected by only one photomultiplier (photomultiplier 2). Blocking one 
of the paths, and thereby preventing the possibility of interference, 
resulted in equal light intensities reaching these photomultipliers. 

Performing the experiment with tlie laser light intensity reduced, so 
that on:ty one photon'passed through the appa'ratus aiatlme;resilfied in 
tlie expected defection of the photons only by Ilhotomultiplier2. In this . 
arr:;l1gement, the photon behave<;! as though. if lJ.a,:! R'lssedl'!lonlftiotli 

-paths simultaneously, interfering with itself inside IhcJriangl.lJar prism, 
in exact analogy with. thedollble~lit.~periill!:nt. 

- -1'1;e researchers also inserted two optical devices called Pockels cells, 
one in each path. Without going into too many details, a Pockels cell 
consists of a crystal across which a small voltage is applied. The applied 
electric field induces bIrefringence in the crystal- in effect, it becomes a 
polarization rotator. Vertically polarized light passing through a bire­
fringent crystal can, if the conditions are right, emerge horizontally 
polarized. A permanent polarizing filter was lIsed in conjunction with 
each Pockels cell 10 reflect any horizontally polarized light out of the 
path and into a photomultiplier. Photomultiplier A monitored light 
reflected out of path A and photomultiplier B monitored light reflected 
out of path B. 

If both Pockels cells were switched off (no voltage applied), the 
vertically polarized light passed down both paths undisturbed and 
recombined in the triangular prism to show interference effects. If either 
Pockels cell was switched on, the vertically polarized light passing 
through the active cell became horizontally polarized and was deflected 
out of its path and detected, prev;mting the observation of interference 
effects. Thus, with only one photon in the apparatus, switching on either 
Pockels cell was equivalent to asking which path through the apparatus 
the photon had taken. (For example, its detection by photomultiplier A 
showed that it had passed along path A.) This is analogous to asking 
which slit the photon goes through in the double slit experiment. 

The choice between measuring a single photon's wave-like properties 
(passing along both paths) or particle-like properties (passing along one 
path only) was therefore made by switching on one of the Pockels cells. 
The great advantage of this arrangement was thai this switching could 
be done within about 9 ns. The lengths of the paths A and B were each 
about 4.3 m, which a photon moving at the speed of light can cover in 
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about 14.5 ns. Thus, the choice of measuring device could be made after 
the photon had interacted with the beamspliller. There was therefore no 
way the photon could 'know' in advance whether it should pass along 
both paths to show wave interference effects (both Pockels cells off) or 
if it should pass along only one of the paths to show localized particle­
like properties (one Pockels cell on). 

Both groups of researchers reported results in agreement with the 
expectations of quantum theory. Within the limitations set by the 
instruments, with one of the Pockels cells on photons were indeed 
detected in one or other of the two paths and no interference could be 
observed. With both Pockels cells off, photons were detected only by 
photomultiplier 2, indicative of wave interference effects. Of course, 
according to the Copenhagen interpretation, the wave function of the 
photon develops along both paths. If one of the Pockels cells is switched 
on, the detection of a photon directed out of either path collapses 
the wavefunction instanianeously, and we infer that the photon was 
localized in one or other of the two paths. 

Wheeler's 'Greal Smoky Dragon' 

John Wheeler has described this behaviour in a particularly picturesque 
way. Like the photon entering the delayed-choice apparatus, Wheeler's I 

beamsplt1!er 

PMT[®! 
las!?r 

A 

Fig.4.14 Wheeler's 'Grea, Smoky Dragon'. Based on 'he drawing by Field 
Gilbert for John Wheeler which appears in French, A.P. and Kennedy. P.J. (eds.1 
i1985L Niels Bohr: a centenary volume, Harvard University Press, Cambridge, 
MA,p.151. 
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'Great Smoky Dragon', depicted in Fig. 4.14, has a sharply defined tail. 
Our knowledge of the tail therefore seems complete and unambiguous. 
The point at which the photon is detected - the mouth of the Dragon - is 
similarly sharp and clear to us. However, the middle of the Dragon is a 
fog of uncertainty; ' ... in between we have no right to speak about what 
is present.' 

Wheeler has also suggested that the delayed-ehoice experiment can be 
performed on a cosmological scale, by making use of the gravitational 
lens effect. Two close· lying quasi-stellar objects (quasars), labelled 
0957 + 561A, B are believed to be one and the same quasar. One image 
is formed by light emined directly towards earth from the quasar. A 
second, virtual, image is produced by light emitted from the quasar 
which would normally pass by the earth but which is bent back by an 
intervening galaxy (this is the gravitational lens effect - see Fig.4.IS}. 
The light reaching earth from the quasar can therefore travel by twO 
paths. If we choose to combine the light from these paths we can, in 
principle, obtain interference effects. 

We seem to have the power to decide by what route (or routes) any 
given photon emitted from thc quasar travels to earth billions of years 
after it sct Ollt on its journey. Wheeler wrote:' 

quasar 

* 

) 
(\ 

earth 

. galaxy 

Fig. 4.15 The gravJtational lens effect offers a means of performing the 
dela:yed~choice experiment on a cosmological scale. 

t Wheeler, J, A (19811 in The American Philosophical Society and The Royal Society: papers 
read ar a meeting, June 5. American Philosophical Society, Philadelphia. Reproduced in 
Wheeler. J. A. aod Zurek. W _ H, {eds.} (1983). Qucl!l{l.lm theory and mf!'(JStir(?mcn{, Princeton 
University Press. 
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... in a loose way of speaking, we decide what the photon shall have done after 
it has already done it. In actuality it is wrong to talk of the 'route' of the photon. 
For a proper way of speaking we recall once more that it makes no sense to 
talk of the phenomenon umil it has been brought to a close by an irreversible 
act of amplification: 'No elementary phenomenon is a phenomenon until i1: is a 
registered (observed) phenomenon: 

4.6 RETROSPECTIVE 

The great debate betweetl Bohr and Einstein on the meaning of quantum 
theory centred around Einstein's realist philosophy: he was reluctant 10 

abandon objective reality and strict causality. It has been argued that 
Einstein's insistence that quantum theory is incomplete did not automati­
cally make him an advocate of hidden variables. However, as we have 
already discussed, it is difficult to imagine that the arguments put for­
ward in the EPR paper suggest anything other than a version of quantum 
theory which explicitly allows for elements of local reality, i.e. a local 
hidden variable theory. There can therefore be no doubt that the experi­
ments described in this chapter create insuperable difficulties for those 
who hold to Einstein's views.' And these are nol the only experiments 
accessible with modern instrumentation - the last 10 years have seen a 
large number of experimental verifications of quantum interference effects 
which are most readily interpreted in terms of non·local imeractions. 

Was Einstein wrong? 

It is certainly a strange irony of the history of science that Einstein, 
having lald the foundations of quantum theory through his revolutionary 
vision, should have become one of the theory's most determined critics. 
When he launChed his attack on the theory in 1935 with his charge of 
incompleteness, he could not have possibly anticipated the work of Bell, 
30 years later. At the time they were made, the arguments between Bohr 
and Einstein were purely academic arguments between two eminent 

I There are some in the physics communifY who vehemently disagree with this S«'Hemenl, The 
'insuperable' difficulties, can be overcome, they argue, by dispensing with Ibc cemrat concepi 
of the pholon and returning to classical (and locally reaHsl) electromagnefic wave Helds supple­
mented by non· classical random l1uctuations in the so-called zero~pojm field. Thes.e fluctua­
tions are responsible for background 'nQise', which the: detectors in the Aspoct experiments are 
sel up specifically to. discriminate against. The arguments in favour of this alternative theory 
wefe being developed .and presented roughly at the time the original rnanusulp( of thiS book 
was being drafted, and are not given in Chaplet -5. The interested readet )S therefore directed 
iO Marshall, T. and Santos, E. (1988) Foul1dafionsojPhysics. 18. IS5; Marshall, T. W. (1991). 
ibid, 21.209; Marshall, T. W. {I992). ibid. 22, 363, 
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physicists with different personal philosophies, one positivist and one 
realist. Bell's theorem changed all that. The arguments became sharply 
focused on practical matters that could be put to the test in the labora­
lory. If, like the great majority of the physics community, we arC 
prepared to accept that the Aspect experiments have been correctly inter­
preted, then we must also accept that Einstein's charge of incompleteness 
is unsubstantiated, at least in the spirit in which that charge was made 
in 1935. 

How would Einstein have reacted to these results? Of COllrse, any 
answer to such a question is bound to be subjective. However, from the 
glimpses of Einstein's thoughts and feelings which have been revealed 
in this book. it seems reasonable to suppose that he would have accepted 
the results (and their interpretation in terms of [Jon-local behaviour) 
at face value. Not for him II relentless striving to find more loopholes 
through which local reality might be preserved. It is also reasonable 
to suppose that he would not have been persuaded by these results to 
change his position regarding the interpretation of quantum theory. 
While accepting that the results are correct, I suspect that he would have 
still maintained that their interpretation contains 'a certain unreason­
ableness'. He mi.ght have marvelled at the unexpected subtlety of nature, 
but his conviction that 'God does not play dice' was an unshakeable 
foundation on which he built his personal philosophy. 

So, was Einstein wrong? In the sense that the EPR paper argued in 
favour of an objective reality for each quantum particle in a correlated 
pair independent of the other and of the measuring device, then the 
answer must be 'Yes'. But if we take a wider view and ask instead if 
Einstein was wrong to hold to the realist's belief that the physics of the 
universe should be objective and deterministic, then we must acknow­
ledge that we cannot answer such a question. It is in the nature of 
theoretical sdence that there can be no such thing as certainty. A theory 
is only 'true' for as long as the majority of the scientific community main­
tain a consensus view that the theory is the one best able to explain the 
observations. And the story of quantum theory is not over yet. 

Was Bohr right? 

I feel sure that Bohr would have been delighted by the results of the 
experiments described in this chapter. They appear to be a powerful 
vindication of complementarity, and graphically demonstrate the cen­
tral. crucial role of the measuring device. Perhaps Bohr would have been 
quick to point out that the methods used to predict the resulls of the 
complicated experiments on correlated pairs of quantum particles are 
actually based on some of the simplest of experimental observations with 
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polarized light. Observations such as those which led to Malus's law 
formed the basis of our derivations of the projection amplitudes given 
in Table 2.2, and which were used in our analysis of tbe Aspect experi­
ments in Section 4.4. Seen in this light, quantum theory is no more than 
a useful means of interrelating different experimental arrangemellls, 
allowing us to take the results from one to predict the outcome of 
another. We cannot go beyond this because, according (0 BOhr's posi­
tivist outlook, we have reached the limit of what is knowable. The ques· 
tions we ask of nature must always be expressed in terms of some kind 
of macroscopic experimental arrangement. 

Does this mean that the Aspect and delayed-choice experiments prove 
that the Copenhagen interpretation is the only possible interpretation of 
quantum theory? I do not think so. We should here recall the arguments 
made in Section 3.2: the Copenhagen imerpretation insists that, in quan· 
tum theory, we have reached the limit of what we can know. Despite the 
fact that this interpretation emerges unscathed from the experimental 
tests described in this chapter, there are some physicists who argue that 
it offers nothing by way of explanation. The non-locality and indeter­
minism of the quantum world create tremendous difficulties of inter­
pretation, which the Copenhagen view dismisses with a metaphorical 
shrug of the shoulders. For some physiCists, this is not good enough. We 
will see in the next chapter that while some of the suggested alternative I 
interpretations seem bizarre, they are in principle no less bizarre than the 
Copenhagen interpretation. 

Readers inclined to a less metaphysical outlook might ponder the 
merits of such alternatives. Why bother to seek strange new theories 
when a much tried and tested theory is already available? Surely any 
alternative will be so contrived and artificial that it will be worthless 
compared with the simple elegance of quantum theory? But look once 
more at the postulates of quantum theory described in Section 2.2. What 
could be more contrived and artificial than the wavefunction? Where 
is the justification for postulate I, apart from the fact that it yields a 
theory that works? What about the problems of quantum measurement 
highlighted by the paradox of Schrodinger's cat? If these questions 
cause you to stop and think. and perhaps reveal a him of doubt in your 
mind. then you will see why Some physicists continue to argue that the 
Copenhagen interpretation cannot be the.answer. Bohr himself once said 
that: 'anyone who is not shocked by quantum theory has not understood 
ic:> 



5 
What are the alternatives? 

5.1 PILOT WAVES. POTENTIALS AND PROPENSITIES 

So, where do we go from here? It is apparent from the last chapter that 
nature denies us the easy way out. We can rule out the idea of local 
hidden variables, one of the simpler solutions to the conceptual problems 
of quantum theory. Yet the Copenhagen interpretation is regarded 
by some to be no interpretation at aiL Even those who adhere to the 
Copenhagen view tend to put aside or disregard the conceptual difficul­
ties that it raises as they analyse the results from the latest particle 
accelerator experiment. This is not a very satisfactory situation. 

In this final chapter, we will survey some of the alternatives to the 
Copenhagen interpretation that have been put forward in the years since 
quantum theory was firs! developed. Although these alternatives arc 
quite different from one another and from the original theory, we will 
find that they possess a common thread. In every case, they attempt to 
avoid the conceptual problems by introducing some additional feature 
into the theory. This is at least consistent with Einstein's belief that quan­
tum theory is somehow incomplete. Such features are designed either to 
bring back determinism and causality, or to break the infinite regress 
of the quantum measurement process as illustrated by the paradox of 
Schrodinger's cat. The fact that rational scientists are prepared to go to 
such lengths to obtain an aesthetically or metaphysically more appealing 
version of the theory demonstrates the extent of the discomfort they 
experience with the dogma of the Copenhagen schooL 

Of course, if they are to work effectively, none of these alternatives 
should make predictions which differ from those of orthodox quantum 
theory for any experiment yet performed. Few, if any, even hint at the 
possibility that they could be subjected to stringent test through experi­
ment. For many scientists, who have been brought up to regard observa­
tion and experiment as the keys to unlocking the mysteries of the physical 
world, a theory that cannot be tested is of no practical value. How­
ever, we should perhaps recall that our ability to perform precise mea­
surements on the world is a relatively new development in the history 
of man's search for understanding. Without the kind of speculative 
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thinking that the positivists dismiss as non-scientific, there could have 
been no science (and, for that matter, no positivism) in the first place. 

De Broglie's pilot waves 

Look back at the description of the double slit experiment in Chapter I 
and, in particular, the results of the electron interference experiment 
shown in Fig. 1.3. Perhaps there is something about these results Ihal 
seems 10 nag in the backs of our minds. Wave-particle duality is mani· 
fested by the appearance of bright spots on the photographic film, show· 
ing where individual particles have been detected, but grouped into 
alternate bright and dark bands characteristic of wave interference. 

But wait a moment. It is dear that we can only detect particles, 
whether through the chemical processes occurring in a photographic 
emulsion, or through the physical processes occurring in a photomulti· 
plier or similar device. We understand that this is so because these detec· 
tion processes require that the initial interaction between object and 
measuring device involves a whole quantum particle which cannot be 
sub·divided. Thus, a single electron or photon interacts with an ion in the 
photographic emulsion, initiating a chain of chemical reactions which 
ultimately results in the precipitation of a large number of silver atoms. 
That initial interaction appears to localize the particle: it reacts with this 
particular ion at this particular place On the film. 

The evidence for the quantum panicle's wave· like properties derives 
from the pa!1ern in which a large number of individual part ides are 
detected. According to the Copenhagen interpretation .. this j?attern 
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arises because the wavefunction or Slate vector of each quantum particle 
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- ·7\.'slTappears that we can only detect particles, Einstein's suggestion 
that the particles are real entities that follow precisely defined trajec· 
tories is very persuasive. In Chapter 4 we dismissed the possibility that 
anJi such trajectories are determined bJi local hidden variables, but are 
there other ways in which the particles' motions might be predetermined? 

In 1926, Louis de Broglie proposed an alternative to Born's prob­
abilistic interpretation of the wavefunction. Suppose, he said, that quan· 
tum particles like electrons and photons arc independently real particles, 
moving in a real field. This is different again from Schrodinger's wave 
mechanics, which attempted to explain everything in terms of waves 
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only. De Broglie suggested that the equations of quantum mechanics 
admit a double solution: a continuous wave field which has a statistical 
significance and a point-like solution corresponding to a localized par­
ticle. The continuous wave field can be diffracted and can exhibit inter­
ference effects. The motion of a real particle is somehow tied to the wave 
field. so that it is more likely to follow a path in which the amplitude of 
the wave field is large. Thus, the square of the amplitude of the wave 
field is still related to the probability of 'finding' the particle. but this is 
now because the real particle, which is always localized, has a preference 
for regions of space in which the wave amplitude is large. 

In terms of the double slit experiment, we can imagine that the wave 
field interferes with itself as it passes through the slits, producing a 
pattern of bands of alternating large and small amplitudes on the photo­
graphic film. As a particle moves in the field. it is guided by the field 
amplitude, and therefore has a greater probability of arriving at the film 
in a region which we will recognize as a bright fringe when a sufficient 
number of particles has been detected. The particle is not prevented 
from following a trajectory which leads to it being detected in the region 
of a dark fringe, but this is much less probable because the amplitude of 
the field along such a path is small. 

In de Broglie's theory. the wave field acts as a pilot field. dictating the 
direction of motion of the particle according to wave interference 
effects. Unlike complementarity, which offers us a choice between waves 
or particles depending on the nature of the measuring device, de Broglie's 
pilot wave interpretation suggests that reality is composed of waves and 
particles. . 

De Broglie completed his theory early in 1927. At the fifth Solvay 
Conference in October that year, Einstein commented that he thought de 
Broglie was searching in the right direction. Remember it was Einstein's 
remark connecting the wavefunction with a 'ghost field' that had Jed 
Born to develop his probabilistic interpretation. However, de Broglie's 
proposal that such a field is physically real differs completely from 
Born's view that the wavefunetion in some way represents our state of 
knowledge of the quantum particle .. 

But de Broglie's discussions with members of the Copenhagen school 
(notably Pauli) began to raise doubts in his own mind about the validity 
of his theory. Pauli criticised the pilot wave idea, giving much the same 
reasons that had ultimately led to the rejection of Schrodinger's wave 
field. By early 1928, de Broglie was beginning to have second thoughts 
about his theory, and did not include it in a course on wave mechanics 
he taught at the Faculte des Sciences in Paris later that year. In fact, de 
Broglie became a convert to the Copenhagen view. 

It is important to note that the pilot wave theory is a hidden variable 
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theory. The hidden variable is not the pilot wave itself -that is already 
adequately revealed in the properties and behaviour of the wavefunctJon 
of quantum theorY;,It is~tuallY.Jhe particle position lhatj'i.Ndden. Now 
we know from the results of the exPeriments described in the last chapter 
that two correlated quantum particles can!lot be locally real, and so the 
pilot wave idea can be sustained only if we acknowledge that innuences 
between the two particles can be communicated at speeds faster than that 
of light. It seems that we cannot have it both ways: either quanlum 
theory is already complete or we must introduce non-local hidden vari­
ables which, in turn, appear \0 make the theory incompatible with spedal 
relativity. Either way, it is very doubtful that Einstein would have been 
satisfied. 

Quantum potentials 

We saw in Section 4.1 that the American physicist David Sohm, initially 
an advocate of Bohr's compleme!l!arity idea, eventually became dissatis­
fied with the Copenhagen view. Strongly encouraged and influenced by 
Einstein, he sparked off a renewal of interest in the question of hidden 
variables through the two papers he published on this subject in 1952 in 
the journal Physical ReView. Bohm's hidden variable theory has much in 
common with de Broglie's pilot wave idea. However, Bohm continued to I 

develop and refine his theory, despite the general indifference of the 
majority of the physics community. 

The development of Bohm's theory involves a reworking Or reinter. 
pretation of the wavefunction as representing an objectively real field. 
To every real panicle in this field, Bohm ascribed a precisely defined 
position and a momentum. He simply assumed that the wavefunction 
of the field can be written in the form f = ReiS

", where R is an ampli­
tude function and S is a phase function. Of course, I'" I' = 1 R I' and 
so the probability of 'finding' the particle at a particular position is 
related to the modulus-squared of the amplitude function, as in orthodox 
quantum theory. In Bohm's theory, the average partIcle momentum 
is related to the phase function. The resulting laws of motion of the 
particle are governed by the usual classical potential energy V, and an 
additional quantum potential U which depends on the amplitude func­
tion: U = (-I!'l2m) V'R / R. 

Most importantly, Sohm found that the quantum potential depends 
only on the mathemolical/orm of tne wavefunction, not its amplitude. 
Thus, the effect of the quantum potential can be large even in regions of 
space where the amplitude of the wavefunctioo is small. This contrasts 
with the effects exerted by classical potentials (such as a Newtonian 
gravitational potential), which tend to fall off with distance. A particle 
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moving ill a region of space in which no classical potential is present can 
therefore still be influenced by the quantum potential. As before, the 
wave function has a dual role- it is the function from which probabilities 
e'In be obtained ill the usual way and it can also be used to derive the 
shape of the quantum potential. 

For example, when the field passes through a double slit apparatus, 
the resulting interference effects generate a complicated quantum poten­
tiaL Theoretical calculations of the shape of this potential have been 
done for the case of a single electron passing through the apparatus, 
and the results of these are shown in Fig. 5.1. The possible trajectories 
of the electron through either of the slits are determined by the quan­
tum potential. Figure 5.2 shows theoretical trajectories corresponding 

Fig. 5.1 Theoretical calculation of the shape of the quantum potential for an 
electron passing through a double slit apparatus, Reprinted with permission 
from J. P. Vigier et 81.119871. Quantum implications, (ed. B. J. Hiley and F. D. 
PeatL Routledge and Kegan Paut London, 
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slit A slil8 
r----, ,------------

fig, 5.2 Theoretical trajectories for an electron paSSIng through a double silt 
apparatus, calculated using the quantum potential shown in Fig. 5.1, Reprinted 
with permission from J, p, Vlgier ee al. (19B7). Quantum implications, led. B, J. 
Hiley and F. D. Peat). Routledge and Kegan Paul, London. 

to the potential shown in Fig. 5.1. Note how these trajectories group 
together to produce (after the detection of many electrons) a set of alter­
nating bright and dark fringes. 

The quantum potential is the medium through which innuences on 
distant parts of a correlated quantum system are transmitted. The mea­
surement of some property (such as vertical polarization) of one of a pair 
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of correlated photons instantaneollsly changes (he quantum potential 
in a non·local manner, so that the other particle takes on the required 
properties without the need for a collapse of the wavefunction. We 
saw in Section 4.4 that such an instantaneous transmission cannol be 
exploited to send coded information. and so conflict with the postulates 
of special relativity might in principle be avoided. Although such 
influences are transmitted at speeds faster than that of ligbt. they repre· 
sent entirely causal connections between the particles. Furthermore, 
there is absolutely no con met here with Bohr's contention that the mea: 
suring -dey; ceh'asaruriaameiilarrofe';';hich~ cannoib~ i~~or~d. Tn-l3Oi1;;}'s 
tlieory~ changing the measuring device (which might amount to no more~­
than char)ging the Orie!Haiion -aT apolarizlng-,lIteffWstantaneousTY­
changes the wavefunction and heiiceihe-qu~iiij)roP9i.~Ii!I~T:-ajj futllre 
trajectories of quantum part ides passing through the apparatus are thus 
predetermined. The quantum potential effectively interconnects every 
region of space imo an inseparable whole. 

This aspect of 'wholeness' is central to Bohm's theory, as indeed it is 
to Bohr·s. OUf day·to·day use of the quantum theory depends on Our 
ability to factorize the wavcfunction inro more manageable parts (for 
example, in an approxirnarion routinely applied in chemical spectra· 
scopy. a molecular wavefunction is factorized into separate electronic, 
vibrational, rotational and translational parts). Under some circum­
stances. the wavefunction. and hence the quantum potential, can be fae· 
tori zed into a discrete set of sub-units of the whole. However, when we 
come to deal with experiments on pairs of correlated quantum panides. 
we should nOt be surprised if the wavefunction cannot be factorized in 
this way. The non-local connections between distant parIs of a quantum 
system are determined by the wavefunetion orthe whole system. In one 
sense, Bohm's theory takes a 'top·down' approach: Ihe whole has much 
greater significance the sum of its parts and, indeed. determine the 
behaviour and properties of its parts. Contrast this with the 'bottom-up' 
approach of classical physics, in which the behaviour and properties of 
the pariS determines the behaviour of the whole. 

De Broglie himself initially rejected Bohm's theory, for the same 
reasons that he had abandoned his own pilot wave approach more than 
20 years earlier. However, he eventually came to he persuaded that some 
of the problems raised by identifying the wavefunction as a real field 
could, in fact, be overcome. 

The implicate order 

During the 1960$ and 1970s. Bohm delved more deeply into the whole 
question of order in the universe. He developed a new approach to 
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understanding the Quantum world and its relationship with the classical 
world which contains, and yet transcends, Bohr's notion of complemen­
tarity. Bohm has described one early influence as follows:' 

.. ,1 saw a programme on BBC teievision showing a device in which an ink drop 
was spread out through a cylinder of glycerine and then brought back together 
agajn~ to be reconstituted essentially as it was before. This immediately struck 
me as very relevant 10 the question of order. since, when the ink drop was spread 
out, it stilI had a 'hidden' (i,e. non~manifest)'order that was revealed when it was 
reconstituted. On the other hand, in our usual Janguage. we would say that the 
ink was in a state of 'disorder> when it was diffused through the glycerine. This 
Ied me to see that new notions of order must be involved here. 

Bohm reasoned thaI the order (the localized ink drop) becomes 
en/olded as it is diffused through the glycerine. However, the informa­
tion content of the system is not lost as a result of this enfoldment: the 
order simply becomes an implicit or implicate ordcL The ink drop is 
reconstituted in a process of unfoldment, ill which the implieale order 
becomes, once again, an explicate order that we can readily perceive. 

Bohm went further in his book Wholeness and the implicate order. 
He recognized that the equalions of quantum theory describe a similar 

~'-enfoldment and unfoldment of the wavefunction. We understand and 
inlerpret classical physics in Icrms of the behaviour of material particles 
moving through space. The order of the classical world is therefore 
enfolded and unfolded through this fundamental motion, In Bohm's 
quantum world the acts of enfold men! and unfoldment are themselves 
funeamentaL Thus, all the features of the physical world which we can 
perceive and which we can subject to experiment (the explicate order) 
are realizations of potentialities contained in the implicate order. The 
implicate order not only contains these potentialities but also determines 
which will be realized. Bohm has written:' ' .. ~ the implicate order pro­
vided an image, a kind of metaphor, for intuitively understanding the 
implication of wholeness which is the most important new feature of 
the quantum theory'. With one very important exception, which we 
will examine later in this chapter, the implicate order represents a kind 
of ultimate hidden variable - a deeper reality which is revealed to us 
through the unfoldment of the wavefunction. 

Bohm has extended and adapted his original hidden variable theory. 
guided by the holistic approach afforded by his theory of the implicate 
order. By modifying the equations of Quantum field theory, he has done 

1 Bonm, D .• in Hiley, B, j. and Peat, F. D. (cds,) (l987). Quantum implicotlOns. Routledge 
and Kcgan Paul, London. 
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away with the need to invoke the existence of independent, objectively 
real particles. Instead, particle-like behaviour results from the conver­
gence of waves at particular points in space. The waves repeatedly spread 
out and reconverge, producing 'average' particle-like properties, cor­
responding to the constant enfoldmem and unfoldment of the wavefunc­
tion. This 'breathing' motion is governed by a super quantum potential, 
related to the wavefunction of the whole universe. 'We have a universal 
process of constant creation and annihilation, determined through the 
super quantum potential so as to give rise to a world of form and struc­
tme in which all manifest features are only relatively constant, recurrent 
and stable aspects of this whole:' 

Pure metaphysics? Certainly. But Bohm has done nothing morc than 
adopt a particular philosophical position in deriving his own cosmology. 
As we have seen, analysis of the Copenhagen interpretation reveals that 
it too is really nothing more than a different philosophical position. The 
difference between these two is that the philosophy of the Copenhagen 
school is made 'scientific' through the use of the (entirely arbitrary) 
postulates of quantum theory. Bohm has argued that the reason 
orthodox qllantum theory is derived from these postulates rather llian 
postulates based on an implicate order or similar construction is merely 
a matter of historical precedent. 

Popper's propensities 

Karl Popper is one of this century's most influential philosophers of 
science. Born in Vienna in 1902, he discussed the interpretation of 
quantum theory directly with its founders: Einstein, Bohr, Schrildinger, 
Heisenberg, Pauli, e/ al. At 89, he actively continues the debate, adding 
to a prolific output of writings on the subjects of quantum theory, the 
philosophy of science and the evolution of knowledge. This output began 
in 1934 with the publication, in Vienna, of his now famous book Logik 
der jorschung, first published in English in 1959 as The logic ojsciemific 
discovery. The basic tenets of Popper's philosophy - particularly his· 
principle of falsifiability-will be familiar to anyone who has delved 
(even superficially) into the philosophy of science, 

Popper's position on quantum theory is easily summarized: he is a 
realist. While not agreeing in total with all the ideas advanced by Einstein 
and Schrodinger, it is clear from his writings that he stands in direct 
opposition to the Copenhagen interpretation, and in particular to the 
positivism of the young Heisenberg. Although Popper interacted with 

t Bohm, D., in Hiley. B. J. and Peat, F. D, (OOs.) (1987), Quamum implications. Routledge 
and Kegan Paui, London. 
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various members of the Vienna Circle (panicularly Rudolph Carnap) he 
did not share the Circle's philosophical outlook. Inspired instead by the 
Polish philosopher Alfred Turski, Popper was motivated by a desire to 
search for objective truth, a motivation that he held in common with 
Camap although their methods differed considerably. 

During this century there has been an important debate between philo­
sophers and scientists concerning the nature of probability. In 1959, 
Popper published details of his own propensily interpretation of prob· 
ability which has implications for quantum probabilities. This inter­
pretation is best illustrated by reference to a simple example, and we will 
use here an example used extensively by Popper himself. 

The grid shown in Fig. 5.3 represems an array of metal pins embedded 
in a wooden board. One end of this pinboard is raised so as to make a 
slight incline. A small marble, selected so that it just fits between any two 
adjacent pins, is rolled down the board and enters the grid at ils centre, 
as shown. On striking a pin, the marble may move either to the left or 
to the right. The path followed by the marble is then determined by 
the sequence of random lefI versus right jumps as it hits successive pins. 
We measure the position at the bottom of the grid at which the marble 
exits. 

Repeated measurements made with one marble (or with a 'beam' of 
identical marbles) allow us to determine the frequencies with which the I 
individual marbles exit at specific places on the grid. These we can turn 
into statistical probabilities in the usual way (see Section 3.5). If the 
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fig. 5.3 Popper's pinboard. The dots represent pins in a pin board through 
which a marble passes in a sequence of left Or right jumps. The propensity for 
the marble to exit the grid at a particular point is determined by the properties 
of the marble and the grid as a whole. 
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marble(,) always enter the grid at the same point and if the pins are iden· 
tical, then we would expect a uniform distribution of probabilities, with 
a maximum around the centre and thinning out towards the extreme 
left and righ!. The shape of the distribution simply reflects t he fact that 
the probability of a sequence of jumps in which there are about as 
many left jumps as there are right is greater than the probability of 
obtaining a sequence in which the marble jumps predominantly to the 
left or right. 
~Po2Pe!h~s_ar.s",~cl-.l!'.'IL~~chJ'robabiHtLi~etermined by theJ2!Djl£p. 

silY of the system as a whole to produce a specific result. ThJ~r9J2l:f!sj!y 
tsaproperty of themarTileandrJie',,-ppar"iiiilS' (the pinboard). Change . ~ ~ .. -.' ... .-.. -~ --.. ---- . . '._ .. _.,.- ~.-.-----'--~.~ 

(lie apparatus, perhaps QuemQying.1fi.e QfJbI:CI!H!~,Jl.!!fllhl: prOp'!1siJies 
of the system -.: and hence the prObabilities of. obtaining specjfi.c result.~:­

~change itist!!!ltJlneQll21Y.eYi:rtthQuglLtlll!..patlu.of indjvidllal marbles may 
riOi-iakelhem anywhere near the region of the.mis$.1ng.Plrr. :------­

According to Popper, reality is composed of particles only. The wave· 
fUficfiono!qu"ilntumt!1eory isa:Riii-dy statistIcal function;-represerlt-

. .. "---'~----'-~.' 

inil ~hepr.9j:>e!1sities of the particles to producep.'![Licu!ar rr>111tITor 
a particular experimental arrangement. Change the arrangement (by 
changing the orientation of a polarizing filter or by closing a slit) and 
the propensities of the system-and hence the probability distribution 
or wavefunction-changes instantaneously. For him, the Heisenberg 
uncertainty relations are merely relations representing the scattering of 
objectively real particles. 

Popper's interpretation does have an intuitive appeal. The collapse of 
the wavefunction does not represent a physical change in the quantum 
sysiem but rather a'chal]ge iii·iIie~siaie·ol ourTnowTedge-oTTCtromg 
back fo the pinboard, before the 'measuremerit',tfiEmirbiecan exit from 
the grid at any position and the probabilities for each are determined by 
the propensities inherent in the system. During the measurement, the 
marble is observed to exit from one position only. Of course, the prob­
abilities themselves have nol changed, as is readily shown by repeating 
the measurement with another marble, but the system has changed. We 
can define a new set of probabilities for the new system: the probability 
for the marble to be found at its observed point of exil being unity and 
all others being zero. 

This last point call be made clear with the aid of another example 
drawn from the quantum world. Imagine a photon impinging on a half­
silvered mirror. Suppose that the probability that the photon is trans­
mitted through the mirror is equal to the probability that it is reflected 
and, for simplicity, we set these equal to t. These probabilities are 
related to the propensities for lhe system (pholon + mirror and detec· 
tors). We can write 



170 What are the alternatives? 

I 
pta, b) =p( -a, b) =:2' (5, !) 

where p (a, b) is the probability of detecting a transmitted phown 0 

relati'llc [0 the system before the measurement b, and p ( - 0, b) is the 
probability of detecting a reflected photon, 'not a' or -a, relative to the 
system b, Now suppose that we detect a transmitted pholon, According 
to Popper, the system (photon + mirror and detectors) has now com­
pletely changed and it is necessary to define two new probabilities rela­
tive 10 the new system, Because a transmitted photon has been detected, 
these probabilities are 

pta, aJ = I and p( -0,0) = 0, (5,2) 

The original probabilities p (a, b) and p ( -a, b) have not changed since 
they refer to the system before the measurement was made, These prob­
abilities apply whenever the experiment is repeated, 

It is only in what Popper calls the 'great quantum muddle' thatp (0,0) 

is identified with p (a, b) and p ( - a, a) with p ( '-- a, b) and the process 
referred to as the collapse of the wavefunction, He write,,' 

No action 15 exerted upon the rwavefunctionl~ ncilher an action at a disumce 
nOr any other action, For p (a, b) is the propensity of the Slate of the photon, 
relative to the original experimental conditions ., . ihf' reduction of the 
[wavefunction] clear]y has nothing 10 do with quantum lheory; if js a trivial 
feature of probability lheory that, whatever a may be, p {a, oj = I and (in 
genera!) p (-a, a) = 0, 

However ,the propensity interpretation runs into some difficulties 
when we attempt to use it to explain the wave-like behaviour of quantum 
particles. In particular, the only way to explain wave interference effects 
is to suggest, as Popper does, that the propensities themselves can 
somehow interfere, Popper concludes that this interference is evidence 
that the propensities are physically reai rather than simply mathematical 
devices used to relate the experimental arrangement to a set of prob­
abilities, He thus writes of particles and their associated 'propensity 
waves' or 'propensity fields', This is clearly taking us back towards de 
Broglie's pilot wave idea and, indeed, Popper has noted that:' 'As to the 
pilot waves of de Broglie, they can, I suggest, be best interpreted as waves 
of propensities: 

As we explained above, the pilot wave theory is a hidden variable 
theory and we have previously come to the conclusion that no local 
hidden variable theory can account for the results of the Aspect experi-

f Popper, K. FL (1982), Quanfum theory and (he s(hlsm in physics. Unwin Hyman, London. 
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ments, We saw that David Bohm had earlier decided not to be limited 
by the constraints imposed by the postulates of special relativity in 
developing his own non-local version of the theory, InitiaUy, Popper 
rebelled against taking this step, agreeing with Einstein that the idea 
of superiuminal influences passing between two distant correlated quan­
tum particles 'has nothing to recommend it', However, Popper's views 
changed as the experimental results became increasingly difficult to 
explain in terms of any locally real theory. If it is accepted that there can 
be non-local, superlllminal influences transmitted via the propensity 
field, then there appears to be little to choose between Popper's approach 
and BohOl's idea of the implicate order. 

5,2 AN IRREVERSIBLE ACT 

Perhaps the greatest source of discomfort that scientists experience with 
the Copenhagen interpretation of quantum theory arises from its treat­
men! of quantum measurement. As we pointed out in Section 2,6, given 
some initial set of conditions, the equations of quantum theory describe 
the futilre time evolution of a wavefunction or state vector in a way 
which is quite deterministic. The wavefunction moves through Hilbert 
space in a manoer completely analogous to a classical wave moving 
through Euclidean space. If we are able to calculate a map of the ampli­
tude of the wavefunction in Hilbert space, we can use quantum theory 
to tell us what this map should look like at some later lime. 

However, when we come to consider a measurement, then the 
Copenhagen interpretation requires us to set aside these elegant deter­
ministic equations and reach for a completely different tool. These equa­
tions do not allow us to compute the probabilities for the wavefunclion 
10 be projected into One of a set of measurement eigenfunctions: this 
must be done in a separate step. The measurement eigenfunctions are 
determined althe whim of the observer, but which result will be obtained 
with anyone quantum particle is quite indeterminate, And we learn from 
Schrodinger's cat that quantum theory has nothing whatsoever to say 
about where in the measurement process this projection or collapse of 
the wavefunction takes place, 

It is true that most sdentists are primarily concerned about the deter­
ministic part of quantum theory in that they are interested in using it to 
picture how atoms or molecules behave in the absence of an interfering 
observer. For example, molecular quantum theory can provide beautiful 
pictures of molecular electronic orbitals which we can use to understand 
chemical structure, bonding and spectroscopy, Little thought is given to 
what these pictures might mean ill the context of a measurement - it is 
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enough for us to use them to imagine how molecules are, independently 
of ourselves and our instruments. But our information is derived from 
measurements. It is derived from processes in which the nice deter­
ministic equations of motion do not apply. It is derived from processes 
which present us with profound conceptual difficulties. The search for 
solutions to the quantum measurement problem has produced some 
spectacularly bizarre suggestions. We will consider some of these here 
and in the next two sections. 

The arrow of lime 

1£ is our general experience that, apart from in a few science fiction 
novels, time flows only ooe way: forwards. Why? The equations of both 
classical and quantum mechanics appear quite indifferent to the direc­
tion in which time flows. With the possible exception of the collapse of 
the wave function (which we will discllss at length below), replacing 1 
by -I in the equations of classical or quantum mechanics makes no 
difference to the validity or applicability of the equations_ When we 
abandon the idea of an absolute time, as special relativity demands, the 
equations do not even recognize a 'now' distinguishable from the past or 
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Fig. 5.4 fa) A collision between two atoms (pictured here as rigid spheres) 
seen in forward time, {b) The time-reversal of {aL in which the momenta of the 
atoms are exactly reversed, The collision in (h) looks no more unusual than that 
in ta). 
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future. But our perceptions are quite different: the t10w of time is an 
extremely important part of our conscious existence. 

Imagine a collision between two atoms (Fig. 5.4). The atoms come 
together, collide with each other and move apan in different directions 
witb different velocities. Run tbis picture backwards in time and we see 
nothing out of the ordinary: the atoms come together, collide and move 
apart. The physics of the exact time-reverse of the collision is no different 
in principle from the pbysics viewed in forward time. 

Now imagine a collision between an atom and a diatomic molecule 
(Fig. 5.5). This time, we suppose that the collision is so violent that it 
smashes the molecule into two atomic fragments. All three atoms move 
apart in directions and with velocities which are themselves determined 
by the initial conditions. Again, the equations are indifferent to this colli­
sion run in reverse: bring together the three atoms with exactly the 
opposite momenta and the molecule will re-form. However, we now 
sense that this process looks 'wrong' when run in reverse, or at least looks 
very unlikely. 

+ 

lime time 

la) (b) 

Fig. 5.5 (a) A collision between an atom and a diatomic molecule in which the 
molecule is dissociated into two atoms, seen in forward time. (b) The tim€'­
reversal of faL in which the three atoms come together and a diatomic molecuie 
forms. Now the time-reversed collision looks 'odd' in the sense that it seems a 
most unlikely event. 
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This picture looks wrong because it is our general experience that a 
system does not spontaneously transform from a more complicated [0 a 
less complicated state (a broken glass spontaneously reassembling itself, 
for example). The important difference between the time-reversed colli­
sions shown in Figs. 5.4 and 5.5 is that in Fig. 5.5, the number of degrees 
of freedom is Jarger ~ we need more position and velocity coordinates to 

describe (mathematically) what is going On. This tendency for the 
physical world always to transform (or disperse) into something more 
complicated is embodied in the second law of thermodynamics, which 
can be stated as follows: 

For a spontaneous change, the entropy of an isolated system always increases, 

Students of science are usually taught to understand entropy as a 
measure of the 'disorder' in a system. Thus, a crystal lattice nas a very 
ordered structure, with its constituent atoms or molecules arranged 
in a regular array, and it therefore has a low entropy. On the other 
hand, a gas consists of atoms or molecules moving randomly through 
space,' colliding with each other and with the walls of the comainer, 
anr! therefore has a mllch higher entropy. This is confirmed by experi­
mental thermodynamics: diamond has an entropy S" of 2.4 J K" mol'" 
at 298 K and 1 bar pressure. This figure should be compared with the 
entropy of gaseous carbon atoms, So = 158 J K -, mol-'. 

The second law of thermodynamics refers to spontaneous or irreversi­
ble changes. For a reversible change ~ One in which we keep track of all 
the motions in the system and can at any time apply (in principle) an 
infinitesimal force to reverse their directions-- the entropy does no! 
increase, but can be moved from one pan of the system to another. The 
most important aspect of the second law is that it appears to embody a 
unidirectional time. All spontaneous changes taking place in an isolated 
system increase the entropy as time increases. We cannot decrease the 
entropy without directly interfering with the system (for example, restor­
ing a broken glass to its former state). But then the system is no longer 
isolated, and when we come to consider ! he larger system and take 
account of the methods used to re·melt the glass and re-form its original 
shape, we find that the entropy of this iarger system will have increased. 
A spontaneous change in which the entropy. of an isolated system 
decreased would effectively be running backwards in time. 

Just exactly where does this time asymmetry come from? It is not there 
in the classical equations of motion, and yet it is such an obvious and 
important part of our experience of the world. The second law is really 
a summary of this experience. 

With the emergence of Boltzmann's statistical mechanics, a new com­
prehension of entropy as a measure of probability became possible. On 
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the molecular level, we can now understand the second law in terms of 
the spontaneous transition of a system from a less probable to a more 
probable sta!e. A gas expands into a vacuum and evolves in time towards 
the most probable state in which the density of its constituent atoms or 
molecules is uniform. We call this most probable state the equilibrium 
state of the gas. However, this talk of probabilities introduces a rather 
interesting possibility, A spontaneous transition from a more probable 
to a less probable state (decreasing entropy) is not disallowed by statis­
tical mechanics-it merely has a very low probabJlity of occurring. Thus, 
the spontaneous aggregation of all the air molecules into One corner of 
a room is not impossible, just very improbable. The theory seems to 
suggest that if we wait long enough (admittedly, much longer than the 
present age of the universe), such improbable spontaneous entropy­
reducing changes will eventually OCCur. Some scientists (including 
Einstein) concluded from this that irreversible change is an illusion: an 
apparently irreversible process wiH be reversed if we have the patience to 
wait. We will return to this argument below. 

I f spontaneous change mlJst aJ~Ys be associated with increasing 
disorder, how do we explain the highly ordered structures (such as 
galaxies and living things) that have evolved in the universe'! Some 
answers are being supplied by the new theory of chaos, which describes 
how amazingly ordered structures can be formed in systems far from 
equilibrium. 

Time asymmetry and quantum measuremen! 

What does all this have to do with quantum measurement? Well, quite 
a lot actually. However, to see how arguments about spontaneous 
changes and the second law fit into the picture, it is necessary to step 
beyond the boundaries of undergraduate physics and chemistry and 
delve a little into quantum statistical mechanics. It is neither desirahle 
nor really necessary for us to go too deeply into this subject ill this book. 
Instead, we will draw on some useful concepts, hasic observations and 
ideas that have been presented in greater detail elsewhere (see the biblio­
graphy for some excellent referellces 011 this subject). 

Quantum statistical mechanics is essentially a statistical theory Con­
cerned with collections (or, more correctly, ensembles) of quantum par­
ticles. Consider an ensemble of N quantum particles all present in a 
quantum state denoted 1 'l'). Such an ensemble is said to be in a pure 
siale. The state vector of each particle in the ensemble call be expressed 
as a superpositioll of the eigenstates of the operator corresponding 
to some measuring device. Suppose there are n of these eigenstates; 
Itb,), I"',), I"")' .. ,' I~,)· We know from our discussion in 
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Chapter 2 that the probability for any particle in the ensemble to be pro· 
jected into a particular measurement eigenstate is given by the modulus· 
squared of the corresponding projection amplitude (or the coefficient in 
the expansion). After the measurement has taken place, each particle in 
the ensemble will have been projected into one, and only one, of the 
possible measurement eigenstates. The quantum state of the ensemble is 
now a m;x(ure, the number of particles present in a particular eigenstate 
being proportional to the modulus-squares of the projection amplitudes. 
Pictorially, the process can be written thus: 

ensemble of N 
particles 

Pure state 

quantum 

measurement 

r I¥-,) ~ 

I tI, > 
I tP, ) 

Mixture 

NI ( tP, I '¥ ) I' particles 
NI (tP,1 >j/) I' particles 
N I ( tPl I 'fr > I' panicles 

N I ( tP" I .p ) I' particles 

This is just another way of looking at the problem of the collapse of 
the wavefunction. The act of quantum measurement transforms a pure I 
state into a mixture. The mathematician J obn von Neumann showed that 
this transformation is associated in quantum statistical mechanics with 
an increase in entropy. Thus, irreversibility or time asymmetry appears 
as an intrinsic feature of quantum measurement. 

The problem now is that the equations of motion derived from the 
time-dependent Schrodinger equation do not allow such a transforma­
tion. As we described in Section 2.6, if a quantum system starts as a pure 
state, it will evolve in time as a pure state according to the equations of 
motion. This is because, in mathematical terms, the action of the time 
evolution operator in transforming a waveful1ction at some time I into 
the same wavefunction at some later time I' is equivalent in many ways 
to a simple change of coordinates. Abrupt, irreversible transformation 
into a mixture of states is possible only in quantum measurement 
through the collapse of the wavefunction. 

From being 10 becoming 

The Nobel prize-winning physical chemislllya Prigogine has argued that 
we are dealing here with two different types of physics. He identifies a 
physics of being, associated with the reversible, time· symmetric equa­
tions of classical and quantum mechanics, and a phYSics of becoming, 
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associated with irreversible, time-asymmetric processes which increase 
the entropy of an isolated system. He rejects the argument that irrever­
sibility is an illusion or approximation introduced by us, the observers, 
on a completely reversible world. Instead, he advocates a 'new com­
plementarity' between dynamical (timc-symmetric) and thermodynamic 
(time-asymmetric) descriptions. This he does in an entirely formal way 
by defining an explicit microscopic operator for entropy and showing 
that it does not commute with the operator governing the time-symmetric 
dynamical evolution of a quantum system. 

According to Prigogine, introducing a microscopic entropy operator 
has certain consequences for the equations describing the dynamics of 
quantum systems. Specifically, he shows that the equations now con­
sist of two parts-a reversible, time-symmetric part equivalent to the 
usual description of quantum state dynamics and a new irreversible, 
time-asymmetric par! equivalent to an 'entropy generator'. Prigogine's 
approach is nOl to attempt to derive the second law from the dynamics 
of quantum particles but to assume its validity and then seek ways to 
introduce it aiongside the dynamics. In his book From being to becom­
ing, published in 1980, he wrote:' 

The classkal Qrder was: particles first, the second law later- being before 
becoming! It is possible that this is no longer so when we come to the level of 
elementary particles and that here we mustflrsl introduce the second law before 
being able to define the cnriries. 

It is interesting to note that Prigogine's approach parallels that of 
Boltzmann a century earlier. Boltzmann attempted to find a molecular 
mechanism that would ensure that a non-equilibrium distribution of 
molecular velocities in a gas would evolve in time to a Maxwell (equilib­
rium) distribution. The result was a dynamical equation that contains 
both reversible and irreversible parts, the latter providing an entropy 
increase independently of the exact nature of the interactions between the 
molecules. Like Prigogine, Boltzmann could not derive this equation 
from classical dynamics - he just had to assume it. 

Prigogine concludes his book with the observation that:' 

The basis of the vision of classical physics was the conviction that the future is 
determined by the present, and therefore a careful study of the present permits 
the unveiling of the future. At no time, however, was this more than a theoretical 
possibility. 

Indeed, one of the most important lessons to be learned from the new 

t Prigogine, !lya (1980). From being fO becoming, W.H. freeman, San Francisco, CA. 
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theory of chaos is that, even in classical mechanics, our ability to predict 
the future behaviour of a dynamical system depends crucially on our 
knowing exactly its initial conditions. The smallest differences between 
one set of initial conditions and another can lead to very large differences 
in the subsequent behaviour, and jt is becoming increasingly apparent 
that in complex systems we simply cannot know the inilial conditions 
precisely enough. This is not because of any technicallimilation on our 
ability to determine the initial conditions, it is a reflection of the fact that 
predicting the future would require infinitely precise knowledge of these 
conditions, 

Prigogine again:' 

Theoretical reversibHity arises from the use of Idealisations in classical or quan~ 
tum mechanics that go beyond [he possibHities of measurement performed with 
any finite precision, The irreversibility that we observe is a feature of theories 
that rake proper account of Ihe nature and limitation of observation, 

In other words, it is reversibility, not irreversibility, which is an illu­
sian; a construction we nse to simplify theoretical physics and chemistry, 

A bridge between worlds 

Bohr recognized the importance of the 'irreversible act' of measurement ! 

linking the macroscopic world of measuring devices and the microscopic 
world of quantum panicles, Some years later, John Wheeler wrote about 
an 'irreversible act of amplification' (see page 156). The truth of the 
matter is that we gain information about the microscopic world only 
when we can amplify elementary quantum events like the absorption of 
photops, and turn them into perceplible macroscopic signals involving 
the deflection of a pointer on a scale, etc. Is this process of bridging 
between the microworld and the macroworld a logical place for the 
collapse of the wavefunction? If so, Schrodinger's cat might then be 
spared at least the discomfort of being both dead and alive, because 
the act of amplification associated with the registering of a radioactive 
emission by the Geiger counter settles the issue before a superposition of 
macroscopic sta!es can be generated. 

However, as we have repeatedly stressed in this book, the Copenhagen 
interpretation of quantum theory leaves unanswered the question of 
just where the collapse of the wavefunction takes place. lohn Bell wrote 
of the 'shifty split' between measured object and perceiving subjecr:' 
'What exactly qualifies some physical systems to play the role of 

t Prigogine, Jlya (1980). From being fO becoming, W. H. fre-eman, Sail Francisco, CA. 
t Bell • .l.S. (1990) Physics World. 3, n. 
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"measurer"? Was the wave function of the world waiting to jump for 
thousands of years until a singlc-celled living creature appeared? Or did 
it have to wait a little longer, for some better qualified system ... with 
a PhD?' Bell argues that one way to avoid the 'shifty split' is to introduce 
some extra element in the theory which ensures that the wavefunction is 
effectively collapsed at a very early stage in the process of amplification. 

Is such an extension possible? The Italian physicists G. C. Ghiradi, 
A. Rimini and T. Weber (GRW) formulated just such a theory in 1986. 
To the usual non-relativistic, time-symmetric equations of motion, they 
added a non-linear term which subjects the wave function to random. 
spontaneous localizations in configuration space. Their ambition was 
primarily 10 bridge the gap between the dynamics of microscopic and 
macroscopic systems in a unified theory. To achieve this, they intro­
duced two new constants whose orders of magnitude were chosen so that 
(1) the theory does not contradict the usual quantum theory predictions 
for microscopic systems, (ii) the dynamical behaviour of a macroscopic 
system can be derived from its microscopic constituents and is consistent 
with classical dynamics, and (iii) the wavefunction is collapsed by the act 
of amplification, leading to well defined individual macroscopic states 
of pointers and cats, etc. 

Ooe of these new constants represents the frequency of spontaneous 
localizations of the wavefunction. For a microscopic system (an indi­
vidual quantum parricle or a small collection of such particles) GRW 
chose for the localization frequency a value of 10-" 5-'. This implies that 
the wavefunction is localized about once every billion years. In practical 
terms, the wavefunction of a microscopic system never localizes: it conti­
nues to evolve in time according to the time-symmetric equations of 
motion derived from the time-dependent SchTodinger·-equation. There is 
therefore no practical difference between the OR W theory and orthodox 
quantum theory for microscopic systems. However, for macroscopic sys­
tems GRW suggest a localization frequency of 10' s-'; i.e. the wavefunc­
tioo is localized within about 100 nanoseconds. The difference between 
these two frequencies is simply related to the numberof particles involved. 

Because a measuring device is a large object like a photomultiplier (or 
a cat), the wave function is collapsed in the very early stages bf the 
measurement process. Bell wrote that in the GR W extension of quantum 
theory, '[Schrodinger'sJ cat is not both dead and alive for more than a 
split second: 

We should note that the GRW theory serves only to sharpen the 
collapse of the wavefunction and make it a necessary part of the process 
of amplification. It does not solve the need to invoke the 'spooky action 
at a distance'implied by the results of the Aspect experiments described 
in Chapter 4. The GRW theory would predict that in those experiments, 
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the detection and amplification of either photon automatically collapses 
the whole (spatially quite delocalizcd) wavefunction. The properties 
of the other, not yet detected, photon change from being possibilities 
ihto actualities at the moment this collapse takes place. Bell himself 
demonstrated that this action at a distance need not imply that 'messages' 
must be sent between the photons and that, therefore, there is nothing 
in the GRW theory to contradict the demands of special relativity. In 
fact, although GRW originally formulated their theory as an extension 
of non-relativistic quantum mechanics, they have now generalized it 
to include the effects of special relativity and can apply it to systems 
containing identical particles. 

Macroscopic quantum objects 

Of course. in the 55 years since Schrodinger first introduced the world 
to his cat. no-one has ever reported seeing a cat in a linear superposition 
statc (at least, not in a reputable scientific journal). The GRW theory 
suggests that such a thing is impossible because the wavefunction col­
lapses much earlier in the measurement process. However, the theory 
could run into difficulties if linear superpositions of some kinds of 
macroscopic quantum states could be generated in the laboratory. 

Every undergraduate scientist knows that particles of like charge 
repel one another. However, when cooled !O very low temperatures, 
two electrons moving through a lattice of metal ions can experience 
a small mutual allraclion which is greatest when they possess opposite 
spin orientations. This attraction is indirect: one electron interacts with 
tbe lattice of metal ions and deforms it slightly. The second electron 
senses this deformation and can reduce its energy in response. The result 
is an attraction between the tWO electrons mediated by the lattice 
deformation. 

Electrons are fermions and obey the Pauli exclusion principle (see 
Section 2.4), but when considered as though they are a .single entity, 
two spin-paired electrons have no net spin and so collectively form a 
boson. Like other bosons (such as photons), these pairs of electrons can 
'condense' into a single quantum state. When a large number of pairs so 
condense, the result is a macroscopic quanl!lm state extending over large 
distances (i.e, several centimetres). In this condensed state, which lies 
lower in energy than the normal conduction band of the metal, the 
electrons experience no resistance. This is the superconducting state of 
the metal. 

The attraction between the electrons is very weak, and is easily over­
come by thermal motion (hence the need for very low temperatures). The 
distance between each electron in a pair is consequently quite large, and 
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so many such pairs overlap within the meta! lattice. The wavefunctions 
of the pairs likewise overlap and their peaks and troughs line up just like 
light waves in a laser beam. The result can be a macroscopic number 
(10',,) of electrons moving through a metal lattice with their individual 
wavefunctions locked in phase. 

The attentions of theoretical and experimental physicists have focused 
on the properties of superconducting rings. Imagine that an external 
magnetic field is applied to a metal ring, which is then cooled to its super· 
conducting temperature. The current which flows in the surface of the 
ring forces the magnetic field to ilow outside the body of the material. 
The total field is just the sum of the applied field and the field induced 
by the current flowing in the surface of the ring, If the applied field is 
removed, the current continues to circulate (because the electrons feel 

(a} 
ring in applied 
magnetic field 

{b} 
in svperconducting 

slate 

(el 
in sUpt'fconducting 
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of appfied lield 

Fig. 5.6 (s) A, superconducting ring is placed in a magnetic field and cooled to 
its superconducting temperature, {b) In the superconducting state. pairs of elec~ 
trons pass through the metat with no resistance and the magnetic field is forced 
to pass around the outslde of the body of the ring, {c) When the applied magnetic 
field is removed, the superconducting electrons generate a 'trapped' magnetic 
flux which is quantized. From Richard P. Feynman, The Feynman Lectures on 
physics Vol. III © 1965 California Institute of Technotogr. Reprinted with per­
mlssjon of Addison Wesley PublishIng Company, Inc. 
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no resistance} and an amount of magnetic flux is 'trapped', as shown in 
Fig. 5.6. According 10 the quantum theory of superconductivity, this 
trapped nux is quantized: only integer multiples of the so-called super­
conducting flux quantum (given by hl2e, where e is the electron charge) 
are allowed. These different flux states therefore represent the quantum 
states of an object of macroscopic dimensions - such superconducting 
rings are usually about a centimetre or so in diameter. The existence of 
these states has been confirmed by experiment. 

In a superconducting ring of uniform thickness, the quantized magne· 
tic flux states do not intcract. The quantum state of the ring can only be 
changed by warming it up, changing the applied external field and then 
cooling it down to its superconducting temperature again. However, the 
mixing of the flux states becomes possible if the ring has a so-called weak 
link. This is essentially a small region of the ring where the thickness of 
the material is reduced to about a few hundred angstroms and across 
which the magnetic flux quanta can 'leak'. These objects have a wide 
variety of macroscopic quantum mechanical properties which have been 
explored experimentally despite the difficulties associated with the need 
to make sensitive measurements at very low temperatures. Most impor­
tantly, the instruments used to make these scnsitive measurements 
may be smaHer than the macroscopic quantum object being studied. It 
is therefore possible to make non-invasive measurements, ill which the 
object remains in the same eigenstate throughout. 

Perhaps of greatest relevance to the present discussion is the use 
of these objects as superconducting quantum interference devices 
(SQUIDs). Many different types of quantum effects have been demon· 
strated using these devices (including quantum 'tunnelling'), but one of 
the most interesting experiments has yet to be performed successfully. 
This experiment involves the generation of a linear superposition of 
macroscopically different SQUID slates. For example, a superposition 
of two states in which macroscopic numbers of electrons flow around the 
ring in opposite directions. Such a superposition, which is routine in 
the quantum world, would contradict our basic understanding of the 
macroscopic world in which large objects are seen to be in one state 
or the other but not both simultaneously. Although a SQUID is not 
Schrodinger's cat, it is at least one of its close cousins. If they can ever 
be performed, these experiments could have a profound impact on our 
understanding of the quantum measurement process. 

Quantum gravity 

The mathematical fusion of quantum theory and special relativity into 
quantum field theory was fraught with difficulties. The mathematics 
tended to produce irritating infinities which were eventually removed 
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through the process of renormalization - a process still regarded by some 
physicists as rather unsatisfactory, However, these difficulties pale into 
insignificance compared with those encountered when attempts are made 
to fuse quantum field theory with general relativity. If this merging of 
the two most successful of physical theories could ever be achieved, the 
result would be a theory of quantum gravity, To date, we are not even 
dose to such a theory, Indeed. physicists and mathematicians do not 
even know what a theory of quantum gravity should look like. 

In Einstein's general theory ofre1ativity, the action at a distance implied 
by the classical (Newtonian) force of gravity is replaced by a curved space­
time. The amount of curvature in II partieular region of space-lime is 
related to the density of mass and energy present (since E = me'). Cal­
culating this density is no problem in classical ph.ysics, but in quantum 
theory the momentum of an objecl is replaced by a differential operator 
(p, = -ilia/ax). leading to an immediate problem of interpretation, 

There are other, much more profound problems. however. In quan· 
tum field theory, quantum fluctuations can give rise to the creation of 
'virtual' panicles out of nothing (the vacuum), provided that the particles 
mutually annihilate before violating the uncertainty principle. Now 
when Einstein first developed his general theory of relativity, he intro­
duced a 'fudge' factor which he called the cosmological constant (he had 
his reasons). This constant he later withdrew from the theory but, in fact. 
it turns out to be related to the energy density of the vacuum that results 
from quantum fluctuations. Quantum field theory- in the form known 
to physicists as the standard model- makes predictions for some of the 
contributions to the cosmological constant, and estimates can be made 
of the others. The standard model says that this constant should be 
sizeable: observations on distant parts of the universe say the constant 
is effectively zero. 

In fact, if the cosmological constant had the value suggested by the 
standard model, the curvature of space-time would be visible to us, and 
the world would look very strange indeed. Either some impressive can· 
cellation of terms is responsible, or the theory is flawed. One possibility, 
originally put forward by the mathematician Stephen Hawking and 
developed by Sidney Coleman. is that the quantum fluctuations create 
a myriad of 'baby universes', connected to our own universe by quantum 
wormholes with widths given by the so-called Planck length, IO- ll em. 
The wormholes would look like tiny black holes, flickering in to and out 
of existence within 10--" s. Coleman has suggested that such wormholes 
could cancel the contributions to the cosmological constant made by the 
particle fields, This theory has some way to go but, rather interestingly, 
il has been claimed that experimental tests might be possible using a 
SQUID. 

The mathematician Roger Penrose believes that if these difficulties 
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can be overcome, the resulting theory of quantum gravity will provide 
a solution (0 the problem of the collapse of the wavefunction, Some extra 
ingredients will have to be added, however, since both quantum theory 
and general relativity are time symmetric, Nevertheless, Penrose has 
argued that a linear superposition of quantum states will begin to break 
down and eventually col!apse into a specific eigenstate when a region of 
significant space-time curvature is entered, Unlike the GRW theory, in 
whicli the number of particles is the key to the col!apse, in Penrose's 
theory it is the density of mass-energy which is important. 

Gravitational effects are unlikely to be very significant at the micro­
scopic level of individual atoms and molecules, and so the wavefunction 
is expected to evolve in the usual time-symmetric fashion according to 
the dynamical equations of quantum theory, Penrose suggests that il is 
at (he level of one graviton where the curvature of space-time becomes 
sufficient (0 ensure the time-asymmetric coJiapse of the wavefunclion. 
The graviton is the (as yet unseen) quantum particle of (he gravitational 
field, much like the pholon is the quantum particle of the electro­
magnetic field. It is associated with a scale of mass known as the Planck 
mass, about JO- l g. This is rather a large mass requirement to trigger 
the coJiapse. Penrose has responded by further suggesting that iI is the 
difference between gravitational fields in the space~times of different 
measurement possibilities which is important. This difference can 
quickly exceed one graviton, forcing the wavefw1Crion to collapse into 
one of the eigenstates. 

Penrose accepts that this is merely the germ of an idea which needs to 
be pursued much further. In his recent book The emperor's new mind, 
first published in 1989, he writes:' 

11 is my opinion that our present picture of physical reality. particularly in rela­
tion to the nature of lime, is due for a grand shake~up-even greater, perhaps, 
than that which has already been provided by present~day relativity and quan­
tum mechanics. 

Theories of quantum gravity and quantum cosmology are in their 
infancy and many speculative proposals have been made, It is certainly 
true that although we have come an awfully long way, there are still huge 
gaps in our understanding of time, the universe and its constilent bits and 
pieces, Consequently, a technical solution to the quantum measurement 
problem - orie which emerges from some new theory in an entirely objec­
tive manner-may eventually be found, and we have examined some 
possible candidates in this section. Other approaches to the problem 

t Penrose, Roger, (1990)" The emperor's new mind. Vintage. London. 
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have been taken, however, and we will now turn our attention to some 
of these. 

5.3 THE CONSCIOUS OBSERVER 

Be warned, in the last three scctions of this chapter we are going to leave 
what might appear to be the straight and narrow paths of science and 
wander in the realms of metaphysical speculation. Of course, what we 
have been discussing so far in this chapter has not been without its 
metaphysical elements, but at least the attempts described above to make 
quantum theory morc objective are expressed in the language most scien­
tists feel at home with. Before we plunge in at the deep end, perhaps we 
should review brielly the steps that have led us here. 

The orthodox Copenhagen interpretation of quantum theory is silent 
on the question of the collapse of the wave function. The field is therefore 
wide open. If we choose to rejeet the strict Copenhagen interpretation we 
are, given our present level of understanding, free to choose exactly how 
we wish to fill the vacuum. Any suggestion, no matter how strange, is 
acceptable provided that it does nO! produce a theory inconsistent with 
the predictions of quantum theory known to have been so far upheld by 
experiment. Our choice is a matter of personal taste. 

Now we can try to be objective about how we change the theory to 
make the collapse explicit, and the GRW theory and quantum gravity are 
good examples of that approach. But we should remember that there is 
no a priori reason why we should distinguish between the observed quan­
tum object and the measuring apparatus based on size or Ihe curvature 
of space-time or any other inherent physical property, other than the 
fact that we seem to possess a theory of the microscopic world that sits 
very uncomfortably in our macroscopic world of experience. However. 
macroscopic measuring devices are undisputably made of microscopic 
quantum particles, and should therefore obey the rules of quantum 
theory unless we add something to the theory specifically to change those 
rules. If the consequences were not so bizarre we WOUld, perhaps, have 
no real difficulty in accepting that quantum theory should be no less 
applicable to large objects than to atoms and molecules. In fact, this was 
something that John von Neumann was perfectly willing to accept. 

Von Neumann's theory of measurement 

John von Neumann's MalhematicalJoundalions oj quantum mechanics 
was an extraordinarily influential work. It is important to note that 
the language we have used in this book to describe and discuss the 
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measurement process in terms of a collapse or projection of the wave­
function essentially originates with this classic book. It was von Neumann 
who so clearly distinguished (in the mathematical sense) between the con· 
tinuous time-symmetric quantum mechanical equations of motion and 
the discontinuous, time·asymmetric measurement process. Although 
much of his contribution to the development of the theory was made 
within the boundaries of the Copenhagen view, he stepped beyond those 
boundaries in his interpretation of quantum measurement. 

Von Neumann saw that there was no way he could obtain an lrreversi· 
ble collapse of the wavefunction from ihe equations of quantum theory. 
Yet he demonstrated that if a quantum system is present in some 
eigenstate of a measuring device, the product of this eigenstate and the 
state vector of the measuring device should evolve in time in a manner 
quite consistent with both the quantum mechanical equations of motion 
and the expected measurement probabilities. I" other words, there is no 
mathematical reason to suppose that quantum'lheory does not account 
for the behaviour of macroscopic measuring devices. This is where von 
Neumann goes beyond the Copenhagen interpretation. 

So how does the collapse of the wavefunction arise? Von Neumann's 
book was published in German in Berlin in 1932, three years before 
the pUblication of the paper in which Schrodinger introduced bis cat. 
The problem is this: unless it is supposed that the collapse occurs some- I 

where in the measurement process, w'e appear to be stuck with an infinite 
regress and with animate objects suspended in superposition states of life 
and death. Von Neumann's answer was as simple as it is alarming: the 
wavefunction collapses when it interacts with a conscious observer. 

It is difficult to fault the logic behind this conclusion. Quantum par· 
tides are known to obey the laws of quantum theory: they are described 
routinely in terms of superpositions of the measuremell! eigenstates of 
devices designed to detect them. Those devices are themselves com­
posed of quantum particles and should, in principle, behave similarly. 
This leads us to the presumption that linear superpositions of macro­
scopically different states of measuring devices (different pointer posi­
tions, for example) are possible. But the observer never actually sees such 
superpositions. 

Von Neumann argued that photons scattered from the poillter and its 
scale enter the eye of the observer and. interact with his retina. This is still 
a quantum process. The signal which passes (or does not pass) down the 
observer's optic nerve is in principle still represented in terms of a linear 
superposition. Only when the signal enters the brain and thence the 
conscious mind of the observer does the wavefunction encounter a 
'system' which we can suppose is not subject to the time· symmetrical 
laws of quantum theory, and the wavefunction collapses. We still have 
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a basic dualism in nature, but now it is a dualism of mafler and conscious 
mind, 

Wigner'S friend 

But whose mind? In the early 19605, the physicist Eugene Wigner 
addressed this problem using an argument based on a measurement 
made through the agency of a second observer. This argument has 
become known as the paradox of Wigner's friend. 

Wigner reasoned as foHows, Suppose a measuring device is con· 
structed which produces a flash of light every time a quantum panicle 
is detected to be in a particular eigenstate, which we wiH denote as 
I oj;, ), The corresponding state of the measuring device (the one giving 
a flash of light) is denoted I ¢, ). The particle can be detected in one 
other eigenstate, denoted I"'.), for which the corresponding state of 
the measuring device (no flash of light) is I ¢ _), Initially, the quantum 
particle is present in the superposition Slale I 'l'} = c + I oj;,) + c _ I if, _) < 

The combination (particle in state 1"'+)' light flashes) is given by the 
prod uCI I if, ,) I ¢, ), Similarly the combination (particle in state I oj; _ ) , 
no flash) is given by the product I if, _) I <P _) < If we now treat the com· 
bined system - particle plus measuring device- as a single quantum 
system, then we mList express the state vector of this combined system 
as a superposition of the two possibilities: I <P) = c, I oj;,) 14>,) + 
c _ ,If, _) I ¢ _) (see the discussion of entangled states and Schrodinger's 
cat in Section 3.4). 

Wigner can discover the outcome of the next quantllm measurement 
by waiting to see jf the light flashes. However, he chooses not to do so. 
Instead, he stepS out of the laboratory and asks his friend to observe the 
result. A few moments later, Wigner returns and asks his friend ifhe saw 
the light flash. 

How should Wigner analyse the situation before his friend speaks? 
If he now considers his friend to be part of a Jarger measuring 'device', 
with states I¢~) and l¢~), then the total system of particle plus mea· 
suring device plus friend is represented by the superposition state 
1<1") '" c+ ilf.> I¢~) + c I~_ > I¢~), Wigner can therefore alllici· 
pate that there will be a probability Ie, I' that his friend will answer 
'Yes' and a probability Ie 11 tha! he will answer 'No', If his friend 
answers 'Yes" then as far as Wigner himself is concerned the wave· 
function I <p') co!Japses at that moment and the probability that the 
alternative result was obtained is reduced to zero. Wigner thus infers 
thaI the partide was detected in the eigenstate I oJ, + > and that the light 
flashed, 

But now Wigner probes his friend a little further. He asks 'What did 
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you fcel about the flash before I asked YOIl?', to which his friend replies: 
'I told you already, I did [did not] see a nash.' Wigner concludes (not 
unreasollably) that his friend must have already made up his mind about 
the measurement before he was asked about it. Wigner wrote that the 
state vector l,p' > ' ... appears absurd because it implies that my friend 
was in a state of suspended animation before he answered my ques­
tion." And ret We know that if we rerlace Wigner's friend with a simple 
physical system such as a single atom, capable of absorbing light from 
the nash, then the mathematically correct description is in terms of the 
superposition l,p'), and not either of the collapsed states I 'Ii + > I ¢~ ) or 
1'Ii-> IqI~>. 'It follows that the being with a consciousness must have a 
different role in quantum mechanics than the inanimate measuring 
device: the atom considered above." Of course, there is nothing in prin­
ciple to prevent Wigner from assuming that his friend was indeed in a 
state of suspended animation before answering the question. 'However, 
to deny the existence of the consciousness of a friend to this extent is 
surely an unnatural attitude." That way also lies solipsism - the view 
that all the information delivered to your conscious mind by your 
senses is a figment of your imagination, Le. nothing exists but your 
conSCiousness, 

Wigner was therefore led to argue that the wavefunction collapses 
when it interacts with the first conscious mind it encounters. Are cats I 
conscious beings? If they are, then Schrbdinger's cal might again be 
spared the discomfort of being both alive and dead: its fate is already 
decided (by its Own consciousness} before a human observer lifts the lid 
of the box. 

Conscious observers would therefore appear to violate the physical 
laws which govern the behaviour of inanimate objects. Wigner calls on 
a second argument in suppor! of this view. Nowhere inlhe physical world 
is it possible physically to act on an object without SOffie kind of reaction. 
Should consciousness be any different? Although small, the action of 
a conscious mind in collapsing the wavefunction produces an imme­
diate reaction - knowledge of the state of a system is irreversibly (and 
indelibly) generated in the mind of the observer. This reaction may lead 
to other physical effects, such as the writing of the result in a laboratory 
notebook or the publication of a research paper. In this hypothesis, the 
influence of matter over mind is balanced by an influence of mind over 
matter. 

f Wigner, Eugene in Good, I. J. {('d.) (1961). The scientiSf speculates: an anfhology of portly­
baked ideas. Heinemann, London. 
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The ghost in the machine 

This cannot be the end of the story, however. Once again, we see that 
a proposed solution to the quantum measurement problem is actually 
no solution at all- it merely shifts the focus from one thorny problem 
10 another. In fact, the approach adopted by von Neumann and Wigner 
forces us to confront one of philosophy's oldest problems: what is 
consciousness? Just how does the consciousness (mind) of an observer 
relate to the corporeal structure (body) with which it appears to be 
associated? 

Although our bodies are outwardly different in appearance, it is our 
consciousness that allows us to perceive ourselves as individuals and 
to relate that sense of self to the world outside. Consciousness defines 
who we are. It is the. storehouse for our memories, thoughts, feelings and 
emotions and governs our personality and behaviour. 

The seventeenth century philosopher Rene Descartes chose conscious­
ness as the starting point for what he hoped would become a whole new 
philosophical tradition. In his Discourse on method, published in 1637, 
he spelled out the criteria he had set for himself in establishing a rigorous 
approach based on the apparently incontrovertible logic of geometry and 
mathematics. He would accept nothing that could be doubted: ' ... as 
I wanted to concentrale solely on the search for truth, I thought I ought 
to ... reject as being absolutely false everything in which I could 
suppose the slightest reason for doubt .. :' In this way, he could build 
his new philosophical tradition with confidence in the absolute truth 
of its statements. This meant rejecting information about the world 
received through his senses, since our senses are easily deceived and 
therefore not to be trusted. 

Descartes argued that as he thinks independently of his senses, the very 
fact that he thinks is something about which he can be certain. He further 
concluded that there is an essential contradiction in holding to the 
belief that something that thinks does not also exist, and so his existence 
was also something about which he could be certain. CogllO ergo sum, 
he concluded -I think therefore I am. 

While Descartes could be confident in the truth of his existence as a 
conscious entity, he could not be confident about the appearances of 
things revealed to his mind by his senses. He therefore went on to reason 
that the thinking 'substance' (consciousness or mind) is quite distinct 
from the unthinking 'machinery' of the body. The machine is JUS! 
another form of extended matter (it has extension in three-dimensional 
space) and may - or may no! - exist, whereas the mind has no extension 

t Descartes, Rene (i %8). Discourse on method ·and (he medilariol1S. Penguin. London. 
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and must exist. Descartes had to face up to the difficult problem of 
deciding how something wilh no extension could influence and direct the 
machinery - how a thought could be translated into movement of the 
body. His solution was to identify the pineal gland, a small pear-shaped 
organ in the brain, as the 'seat' of consciousness through which the mind 
gently nudges the body into action. 

This mind-body dualism (Cartesian dualism) in Descartes's philo­
sophy is entirely consiStent with the medieval Christian belief in the soul 
or spirit, which was prevalent at the time he published his work. The 
body is thus merely a sheJl, or host, or mechanical device used for giving 
outward expression and extension to the unextended thinking substance, 
My mind defines who I am whereas my body is just something I use 
(perhaps temporarily). Descartes believed that although mind and body 
are joined together, connected through the pineal gland, they are quite 
capable of separate, independent existence, In his seminal book The 
concepi oj mind, Gilbert Ryle wrote disparagingly of this dualist concep­
tion of mind and body, referring to it as the 'ghost in the machine'. 
·Now Descartes's reasoning can, and has been, heavily criticized, He 

had wanted to'establish a new philosophical tradition by adhering to 
some fairly rigorous criteria regarding what he could and could not 
accept to be beyond doubt. And yet his most famous statement - 'I think 
therefore 1 am' - was arrived at by a process which seems to involve 
assumptions that, by his Own criteria, appear to be unjustified. The slate­
ment is also a linguistic nightmare and, as the logical positivists later 
demonstrated to their obvious satisfaction, consequently quite without 
meaning. 

Has our understanding of consciousness improved since the seven­
teenth century? Certainly, we now know a great deal more about the 
functioning of the brain. We know how various parts of the body and 
various activities (such as speech) are controlled by different parts of Ihe 
brain. We know something about the brain's chemistry and physiology; 
for example, we now associate many 'mental' disorders with hormone 
imbalances. We know quite a lot more about the machinery, but twen­
tieth century science appears to have taken us no closer to mind. What 
has changed is that modern scientists tend to regard the mind not as 
Descartes's separate, unextended thinking substance capable of indepen­
dent existence, but as a natural product of the complex machinery of 
the brain. However, mind continues to be more of a subject for philo­
sophical, rather than scientific, inquiry. 

Brain stales and quantum memory 

If the brain is JUS! a complicated machine, then presumably it acts just 
like another measuring device, as von Neumann reasoned, In fact, the 
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dark-adapted eye is a very good example of a detection device capable 
of operating at the quantum level. It can respond to the absorption of 
a single photon by the retina. We do not 'see' single photons because the 
brain has a mechanism for filtering out such weak signals as peripheral 
'noise' (but we can see as few as 10 photons if they arrive together). 
The wavefunclion of the photons and what we might consider as the 
'wavefunction of the brain' presumably combine in a superposition state 
which is then somehow collapsed by the mind. It follows that, prior to 
the collapse, the brain of a conscious observer exists in a superposition 
of states. 

There is an alternative possibility. What if the wavefunction does not 
collapse al all and, instead, the 'stream of consciousness' of the observer 
is split by the measurement process? In his book J'4ind, brain and the 
quantum: the compound'/', Michael Lockwood puts forward the pro­
posal that the consciousness of the observer enters a superposition state. 
Each of the different measurement possibilities are therefore realized, 
registered in different versions of the observer's conscious mind. Pre­
sumably, each version will be statistically weighted according to the 
modulus-squares of the projection amplitudes in the usual way. But the 
observer is aware of, and remembers, only one result. 

The observer has, in principle, a kind of quantum memory of the 
measurement process in which different possibilities are recalled in 
different paraliel states of consciousness. Over time, we might expect 
these parallel selves 10 develop into distinctly differem individuals as a 
multitude of quantum events washes over the observer's senses. Within 
one brain may be not one, but many ghosts. 

Free will and determinism 

You may have been tempted from time to time in your reading of this 
book to cast your mind back to the good old days of Newtonian physics 
where everything seemed to be set on much firmer ground. Classical 
physics was based on the idea of a grand scheme: a mechanical clock­
work universe where every effect could be traced back to a cause. Set the 
clockwork universe in motion under some precisely known initial condi· 
tions and it should be possible to predict its future development in 
unlimited detail. 

However, apart from the reservations we now have about our ability 
to know the initial conditions with sufficient precision, there are two 
fairly profound philosophical problems associated with the idea of a 
completely deterministic universe. The first is that if every effect must 
have a cause, then there must have been a firsl cause that brought the 
universe into existence. The second is that, if every effect is determined 
by the behaviour of material entities conforming to physicallaw$, what 
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happcns to the notion of free will? We will defer discussion of the firs! 
problem until Section 5.5, and turn our attention here to the second 
problem. 

The Newtonian vision of the world is essentially reductionis!: the 
behaviour of a complicated object is understood in terms of the proper­
ties and behaviour of its elementary constituent parts. If we apply this 
vision to the brain and consciousness, we are ultimately led to the 
modern view that both should be understood in terms of the complex 
(but deterministic) physical and chemical processes occurring in the 
machinery. Taken to its extreme, this view identifies the mind as the soft­
ware which programmes the hardware of the brain. The proponents of 
so-called strong AI (artificial intelligence) believe that it should one day 
be possible to develop and programme a computer to think. 

One consequence of this completely deterministic picture is that our 
individual personalities, behaviour, thoughts, actions, emotions, etc., 
are effects which we should in principle be able to trace back to a set of 
one or more material causes. For example, my cDoice of words in this 
sentence is not a matter for my individual freedom of wiIJ, it is a neces­
sary consequence of the many physical and chemical processes· occurring 
'" my brain. That J should decide to boldly split an infinitive in this 
sentence was, in principle, dictated by my genetic makeup and physical 
environment, integrated up to the moment that my 'state of mind'led me 
to 'make' my decision. 

We should differentiale here between actions that are essentially 
instinctive (and which are therefore reactions) and actions based on an 
apparent freedom of choice. I would accept that my reaction to pain is 
entirely predictable, whereas my senses of value, justice, truth and 
beauty seem to be matters for me to determine as an individual. Ask an 
individual exhibiting some pattern of condi!ioned behaviour, and he will 
tell you (somewhat indignantly) that, at least as far as accepted standards 
of behaviour and the law are concerned, he has his own mind and can 
exercise his own free will. Is he suffering a delusion? 

Before the advent of quantum theory, the answer given by the 
majority of philosophers would have been 'Yes'. As we have seen, 
Einstein himself was a realist and a determinist and consequently 
rejected the idea of free wilL In choosing at some apparently unpredic­
table moment to light his pipe, Einstein saw this not as an expression of 
his freedom 10 will a certain action to take place, but as an effect which 
has some physical cause. One possible explanation is that the chemical 
balance of his brain is upset by a low concentration of nicotine, a 
chemical Oil which it had come to depend. A complex series of chemical 
changes takes place which is translated by his mind as a desire to smoke 
his pipe. These chemical changes therefore cause his mind to will the act 
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of lighting his pipe, and that act of will is translated by the brain into 
bodily movements designed to achieve the end resulL If this is the correct 
view, we are left with nothing but physics and chemistry, 

In fact, is it not true that we tend to analyse the behaviour patterns of 
everyone (with the usual exception of ourselves) in terms of their per­
sonalities and the circumstances that lead to their acts. Our attitude 
towards an individual may be sometimes irreversibly shaped by a 'first 
impression', in which we analyse the physiognomy, speech, body 
language and attitudes of a person and come to some conclusion as to 
what 'kind' of person we are dealing with. How often do we say; 'Of 
course, that's just what you would expect him to do in those circum­
stances'? If we analyse our own past decisions carefully, would we not 
expect to find that the outcomes of those decisions were entirely predic­
table, based on what we know about ourselves and our circumstances at 
the time? Is anyone truly unpredictable? 

Classical physics paints a picture of the universe in which we are 
nothing but fairly irrelevant cogs in the grand machinery of the cosmos. 
However, quantum physics paints a rather different picture and may 
allow us to restore some semblence of self-esteem. Out go causality and 
determinism, to be replaced by the indeterminism embodied in the unc~­
tainty relations. Now the future development of a system becomes 
impossible to predict except in terms of probabilities. Furthermore, if we 
accept von Neumann's and Wigner's arguments about the role of con­
sciousness in quantum physics, then our conscious selves become the 
most important things in the universe. Quite simply, without consdous 
observers, there would be nO physical reality. Instead of tiny cogs forced 
to grind on endlessly in a reality not of our design and whose purpose 
we cannot fathom, we become the creators of the universe. We are the 
masters. 

However, we should not get too carried away. Despite this changed 
role, it does not necessarily follow that we have much freedom of choice 
in quantum physics. When the wavefunction collapses (or when Lock­
wood's conscious self splits), it does sO unpredictably in a manner which 
would seem to be beyond our control. Although our minds may be essen­
tial to the realization of a particular reality, we cannot know or decide 
in advance what the result of a quantum measurement will be. We cannot 
choose what kind of reality we would like 10 perceive beyond choosing 
the measurement eigenstates. In this interpretation of quantum measure­
ment, our only influence over maHer is to make it real. Unless we are pre­
pared to accept the possibility of a variety of paranormal phenomena, 
it would seem t hat we cannot bend matter to our will. 

Of course, the notion that a conscious mind is necessary to sus­
tain reality is not new £0 philosophers, although it is perhaps a novel 



194 What are the alternatives? 

experience to find it advocated as a key explanation in one of the most 
important and successful of twentieth century scientific theories. 

5.4 THE 'MANY-WORLDS' INTERPRETATION 

The concept of the collapse of the wavefunction was introduced by von 
Neumann in the early 1930, and has become an integral pan of the 
orthodox interpretation of quantum theory. What evidence do we have 

. thaI this collapse really takes place? Well ... none, actually. The col­
lapse is necessary to explain how a quantum system initially present in 
a linear superposition state before the process of measurement is con· 
verled into a quantum system present in one, and only one, of the mea­
surement eigenstates after the process has occurred. It was introduced 
into the theory because it is our experience that pointers point in only one 
direction at a time. 

The Copenhagen solution to the measurement problem is to say that 
there is no solution. Pointers point because they are pan of a macro· 
scopic measuring device which conforms to the laws of classical physics. 
The collapse is therefore the only way in which the 'rear world of 
classical objects can be related to the 'unreal' wor ld of quantum particles. 
It is simply a useful invention, an algorithm, that allows us to predict the 
outcomes of measurements. As we pointed out in the previous two sec­
tions, if we wish to make the collapse a real physical change occurring 
in a real physical property of a quantum system, then we must add 
something to the theory, if only the suggestion that consciousness is 
somehow involved. 

The simplest solution to the problem of quantum measurement is to 
say that there is no problem. Over the last 6{) years, quantum theory has 
proved its worth time and time again in the laboratory: why change It or 
add extra bits to it? Although it is overtly a theory of the microscopic 
world, we know that macroscopic objects are composed of atoms and 
molecules, sO why not accept that quantum theory applies equally well 
to pointers, cats and human observers? Finally, if we have no evidence 
for the collapse of the wavefunction, why introduce it? 

In Lockwood's interpretation described in the last section, the 
observer was assutned to split into a number of different, non-interacting 
conscious selves. Each individual self records and remembers a different 
result, and all results are realized. In fact, Lockwood's approach is 
closely related to an older interpretation proposed over 30 years ago by 
Hugh Everett III in his Princeton University Ph.D. thesis. In this inter· 
pretation the act of measurement splits the entire universe into a number 
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of branches, IVith a different result being recorded in each. This is the 
so-called 'many-worlds' interpretation of quantum theory. 

Relative slates 

Everett discussed his original idea, which he called the 'relative state' for­
mulation of quantum mechanics, with John Wheeler while at Princeton. 
Wheeler encouraged Everett to submit his work as a Ph.D. thesis, which 
he duly did in March 1957. A shortened version of this thesis was 
published in July 1957 in the journal Reviews of Modern Physics, and 
was 'assessed' by Wheeler in a shor! paper published in the same issue. 
Everett set out his interpretation in a much more detailed article which 
was eventually published in 1973, together with copies of some other 
relevant papers, in the book The many-worlds interpretation of quantum 
mechanics, edited by Bryce S. DeWitt and Neill Graham. Everett's 
original work was largely ignored by the physics community until DeWitt 
and Graham began to look at it more closely and to popularize it some 
ID years later. 

Everett insisted that the pure Schrodinger wave mechanics is all that 
is needed to make a complete theory. Thus, the wavefunction obeys 
the deterministic, time-symmetric equations of motion at all times in all 
circumstances. Initially. no interpretation is given for the wavefunction; 
rather, the meaning of the wavefunction emerges from the formalism 
itself. Without the collapse of the wavefunction, the measurement pro­
cess occupies no special place in the theory. fnstead, the results of the 
interaction between a quantum system and an external observer are 
obtained from the properties of the larger composite system formed 
from them. 

In complete contrast to the special role given to the observer in von 
Neumann's and Wigner's theory of measurement, in Everett's interpreta­
tion the observer is nothing more than an elaborate measuring device. 
In terms of the effect on the physics of a quantum system, a conscious 
observer is no different from an inanimate, automatic recording device 
which is capable of storing an experimental result in its memory. 

The 'relative state' formulation is based on the properties of quantum 
systems which are composites of smaller sub-systems. Each sub-system 
can be described in terms of some state vector which, in turn, can be 
written as a linear superposition of some arbitrary set of basis states. 
Thus, each sub-system is described by a set of basis state vectors in an 
associated Hilbert space. The Hilbert space of the composite system is 
the tensor product of the Hilbert spaces of the sub-systems. If we con­
sider the simple case of two SUb-systems, the overall Slate vector of the 
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composite is a grand linear superposition of terms in which each element 
in the superposition of one sub-system multiplies every element in the 
superposition of the other. The end result is equivalent to that given in 
our discussion of entangled states in Seetion 3.4. 

We can see more clearly what this means by looking at a specific exam­
ple. Let us consider once again the interaction between a simple quantum 
system and a measuring device for which the system possesses just two 
eigenstates, The measuring device may, or may not, involve observation 
by a human observer. Following from our previous discussions, we can 
write the state vector of the composite system (quantum system plus 
measuring device) as I<p) = c, l,p,) 1<1>,) + c_ I~_)I¢_). As before 
1 if;.} and I if; _ } lire the measurement eigenstates of the quantum system 
and 1 </>. > and 11>_ > are the corresponding slates of the measuring 
device (different pointer positions, for example) a fter the interaction has 
taken place, Everett's argument is thaI we can no longer speak of the state 
of either the quantum system or the measuring device independently of 
the other. However, we can define the states of the measuring device 
relalive to those of the quantum system as follows: 

whence 

I"';,,,) =c, 10,1 

I"'REL) =c·I¢_) 

(53) 

(5A) 

The relative nature of these states is made more explicit by writing the 
expansion coefficients c, and c as the projection amplitudes: 

c. "" (>/; .. 4>. 1 <t», I <P~£L ) = ("'., ¢ ~ I q,) It/> + ) 

C _ '" (>/; _ , <P _ I '" >, 1 '" ;'L ) = ( 'I-, ¢ _ 1 <p) 1 ¢ - I 

where (>/;" ¢. 1 = < >/;. 1 (<p. I and (if;_ ,<1>_ i = <"'-I (4)_ I, 

(5.5) 

Everett went on to show that his relative states formulation of quan­
tum mechanics is entirely consistent with the way quantum theory is 
used in its orthodox interpretation to derive probabilities. Instead of 
talking about projection amplitudes and probabilities, it is necessary to 
talk about conditional probabilities: the probability that a particular 
result will be obtained in a measurement given certain conditions. The 
name is different, but the procedure is the same. 

Al! this is reasonably straightforward and non-controversial. How­
ever, the logical extension of Everett's formulation of quantum theory 
leads inevitably to the conclusion that, once entangled, the relative states 
can never be disentangled, 
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The branching universe 

In Everett's formulation of quantum theory, there is no doubt as to Ihe 
realily of the quantum system. Indeed, his theory is quite determinis· 
tic in the way that Schr5dinger had originally hoped thaI his wave 
mechanics was deterministic, Given a cerlain set of initial conditions, the 
wavefunction orlhe quantum system develops according to the quantum 
laws of (essentially wave} motion. The wavefunction describes the real 
properties of a real system and its interaction with a real measuring 
device: all the speculation about determinism, causality, quantum jumps 
and the collapse of the wavefunction is unnecessary. However, the 
restoration of reality in Everett's formalism comes with a fairly large 
trade-off. If there is no collapse. each term in thcsuperposition of the 
total state vector 1 p > is real- all experimental results are realized. 

Each term in Ihe superposition corresponds to a state of the composite 
system and is an eigenstate of the observation. Each describes the cor­
relation of the slates of the quantum system and measuring device (or 
observer) in the sense Ihat I"'. > is correlated with 14>") and I"' .. ) with 
14> .. ). Everett argued that this correlation indicates thal.the observer 
perceives only one result, corresponding to 11 specific eigenstate of the 
observation, In his July 1957 paper, he wrote:' 

Thus wiih each succeeding observation (or interaction). the observer slate 
'branches' into a number of different stales. Eacb branch represents a: dif­
ferent outcome of the measurement and the corresponding eigenstate for the 
(composilc} state. All branches exist stmuhaneously in Ihe superposition after 
any given sequence of observations. 

Thus, in the case where an observation is made of the linear polariza· 
tion state of a photon known to be initially in a stale of circular polariza­
tion, the act of measurement causes the universe to split into IWO separate 
universes, In one of these universes, an observer measures and records 
that the photon was detected in a state of vertical polarization. In the 
other, the same observer measures and records that the photon was 
detected in a statc of horizontal polarization. The observer now exists 
in two distinct states in the two universes. Looking back at Ihe paradox 
of Schrodinger's cat, we can see that the difficulty is now resolved, 
The cat is not simultaneously alive and dead in one and the same 
universe, it is alive in one branch of the universe and dead in the 
other. 

Wilh repeated measurements, the universe, together with Ihe observer, 
cominues to split in the manner shown schematically in Fig_ 5,7. In each 

1 Evcrc!\ III, Hugh U957). Reviews oj Modern Physics. 29, 454. 
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Fig. 5.7 Representation of a branching universe. A repeated measurement for 
which there are two possible outcomes comlnual1y splits the universe. The path 
followed from the beginning of the 'tree' to the end of one of its branches 
corresponds to a particular sequence of results observed in one of the split I 
universes. 

branch, the observer records a different sequence of results. Because 
each particular state of the observer does not perceive the universe to be 
branching, the results appear emirely consistent with the notion that the 
wavefunction of the circularly polarized photon collapsed into one or 
other of the two measurement eigenstates. 

Why does Ihe observer not retain some sens.ation that the universe 
splits into IWO branches at the moment of measurement? The answer 
given by the proponents of the Everett theory is that the laws of quantum 
mechanics simply do not allow the observer to make this kind of observa­
tion. DeWitt argued that if the splitting were to be observable, then it 
should be possible in principle to set up a second measuring device 
to obtain a result from the memor:)l of the first device which differs 
from that obtained by its own direct observation. Wigner's friend could 
respond with an answer which differs from the one that Wigner could 
check for himself. This not only never happens (except where a genuine 
human error occurs) but is also not allowed by the mathematics. The 
branching of the universe is unobservable. 

In a footnote added to the proof of his July 1957 paper, Everetl 
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accepted that the idea of a branching universe appears to contradict 
our everyday experience. However, he defended his position by noting 
that when Copernicus first suggested Ihat the eanh revolves around 
the sun (and not the olher way around), this view was criticized on the 
grounds that the motion of the earth could not be felt by any of its 
inhabitants. !n this case, Ollf inability to sense the earth's motion was 
explained by Newtonian physics. Likewise, our inability to sense a split­
ting of the universe into different branches is explained by quantum 
physics. 

'Schizophrenia with a vengeance' 

'1 f the act of measurement has no specia! place in the many-worlds inter­
pretation, then there is no reason to define measurement to be distinct 
from any process involving a quantum transition between states. Now 
there have been a great many quantum transitions since the big bang 
origin of the universe, some J 5 billion years ago, Each transition will 
have involved the development of a superposition of wavefunctions with 
each term in the superposition corresponding to different final states of 
the tramition. Each transition will have therefore split the universe into 
as many branches as there were terms in the superposition. DeWitt has 
estimated that by now there mllst be more than 10"" branches. 

Some of these branches will be almost indistinguishable from the one 
J (and presumably you) currently inhabit. Some will differ only in the 
way the polarized photons scattered from the surface of the YDU on 
whicb 1 am composing these words interact with the light-sensitive cells 
in my eyes, Many of these branches will contain almost identical copies 
of this book, being read by almost identical copies of you. No wonder 
DeWit!. called the many-worlds interpretation 'schizophrenia with a 
vengeance' " 

That there may exist 'out there' a huge number of different universes 
is a rather eerie prospect. Many of these universes will contain the same 
arrangement of galaxies thaI we can see in our 'own' universe. Some will 
contain a smali, rather insignificant e]2-type star identical to our own sun 
with a beautiful, but fragile-looking blue-green planet third from the 
centre in its planetary system. But in some of these branches the·kinds 
of quantum transitions involving cosmic rays and giving rise to chance 
mutations in living creatures will have turned out differently from the 
ones which occurred in our earth's past history. Perhaps in some of 
these branches, mankind has not evolved and life on earth is dominated 
by a different species. An individual quantum transition may appear 
an unimportant event, but perhaps it can have ultimately profound 
con seq uences. 
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Paralic! universes 

When Everett presented his theory, he wrote of the observer state 'bran­
ching' into different states and drew an analogy with the branches of a 
tree. However, more recent variants of Everett's original interpretation 
have been proposed, in which the universe with which we are familiar is 
but one of a very large number (possibly an infinite number) of parallel 
universes. Thus. instead of the universe splitting into separate branches 
as a result of a quantum transition. the different terms of the super­
position are partitioned between a number of already existing paralleJ 
umverses. 

Perhaps the major difference between this interpretation and the 
Everett original is that it allows for the possibility that the paralleJ 
universes may interact and merge. Indeed, it has been argued that we 
obtain indirect evidence for such a merging every time we perform an 
interference experiment. For example. we know that a single photon 
passes through a double slit apparatus and may be detected on the other 
side using a piece of photographic film. In the original Everett inter­
pretation. we would say that the universe splits into two branches. In one· 
of the branches, the photon passes through one of the slits whereas in the 
other branch it passes through the other slit. In rhe parallel universes 
interpretation, the wavefunction of the photon is partirioned between I 

two universes as it passes through the slits. but these universes then 
merge once again to produce a single photon which is detected. In either 
universe there was a photon which followed a completely deterministic 
trajectory through one or other of the two slits, but the interaction of the 
universes produces an interference in which it is no longer possible to say 
which slit the photon went through. 

This gives rise to another interesting possibility which has been pur­
sued by the astrophysicist David Deutsch. Imagine that we set up a 
double slit experiment in which an observer determines which of the two 
slits the photon goes through. He agrees with us beforehand to note 
down that he definitely perceives the photon to go through one of the 
slits hut he does no! tell us which. The experiment is performed and 
the result enters the observer's memory. He writes in his notebook that 
he definitely saw the photon to pass through one of the slits. Now. 
according to the von Neumann-Wigner interpretation of the quantum 
measurement process, the wavefunction of the photon collapsed when it 
encountered the observer's consciousness. The observed result is there­
fore the only result and the other has 'disappeared' in the sense that its 
probability has been reduced to zero by the act of measurement. How­
ever, in the parallel universes interpretation, both results are obtained in 
two different universes and. in principle, an interference effect can still 
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be observed if we can somehow merge them together. This would be 
equivalent to merging the quantum memory states of the two observers 
in the two universes to produce an interference. Thus, having noted that 
he saw the photon to be detected to pass through one of the slits, an 
observer whose memory states interfere 'forgets' which one it was. 

The observer must feel very odd under these circumstances. He 
remembers that he saw the photon to be detected passing through one of 
the slits but cannot remember which one it was. This is in complete con· 
tras! to the situation obtained if the wavefunction collapses, since in this 
case the observer will remember which slit the photon went through. 
Here then is a proposal for a laboratory test of the parallel universes 
interpretation of quantum mechanics. Unfortunately, the brain does oat 
appear to function at the level of individual quantum events. If it did, 
we would be able to 'feel' every quantum transition occurring inside 
our brains - not a very appealing prospect. However, Deutsch has sug­
gested that it may one day be possible to construct an artificial brain 
capable of functioning at the quantum level. Instead of performing this 
experiment with a human observer, we would ask this artificial brain to 
perform the experiment for us, and simply ask it what it felt. 

It has been said that the many-worlds interpretation of quantum 
theory is cheap on assumptions, but expensive with universes. That 
such a bizarre interpretation can result from the simplest of solutions to 
tlte quantum measurement problem demonstrates how profound the 
problem is. Furthermore, the difficulties raised t>y the kind of non­
locality revealed by the Aspect experiments are not removed by Everett's 
theory; and we are still left with the need to invoke an instantaneous, 
faster-than-light splitting of or partioning between universes. Although 
John Wheeler was an early champion of Evere!!', approach, he later 
rejected Ihe theory 'because there's too much metaphysical baggage being 
carried along with it'. Until such lime as Deutsch's artificial quantum 
brain can be constructed, our judgement of the many-worlds interpreta­
tion must remain a personal one, 

5.5 THE HAND OF GOD? 

Einstein'S comment that 'God does not play dice' is one of the best known 
of his many remarks on quantum theory and its interpretation. Niels 
Bohr's response is somewhat less well known: 'But still, it cannot be for 
us to tell God, how he is to run the world: 

Is it possible that after centuries of philosophical speculation and 
scientific research on the nature of the physical world we have, in quan­
tum theory, finally run up against nature's grand architect? Is it possible 
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that the fundamental problems of interpretation posed by quantum 
theory in its present form arise from our inability to fathom the mind of 
God? Are we missing the 'ultimate' hidden variable? Could it be that 
behind every apparently indeterministic quantum measurement we can 
discern God's guiding hand? 

Away from the cut-and-thrust of their scientific research papers, 
Einstein, Bohr and their contemporaries spoke and wrote freely about 
God and his designs. To a limited extent, this habit continues with 
modern-day scientists. For example, in A brief history of lime, Stephen 
Hawking writes in a relaxed way about a possible role for God in the 
creation of the universe and in The emperor's new mind, Roger Penrose 
writes of 'God-given' mathematical truth. Among scientists, speculating 
about God in the open literature appears to be the preserve of those 
who have already established their international reputations. We would 
surely raise our eyebrows on discovering that the research programme 
of a young, struggling academic scientist in the 1990s is organized around 
his desire to know how God created the world. We would at least anti­
cipate that such a scientist may have difficulties securing the necessary 
funding 10 carry Ollt his research. 

But discovering more about how God created the world was all the 
motivation Einstein needed for his work. Admittedly, Einstein's was 
not the traditional medieval God of Judaism or Christianity, but an I 

impersonal God identical with Nature: Deus sive Nalura- God or 
Nature - as described by the seventeenth century philosopher Baruch 
Spin02a. 

And herein lies the difficulty. In modern times it is almost impos­
sible to resist the temptation to equate belief in God with an adherence 
to a religious philosophy or orthodoxy. Scientists are certainly taught 
not to allow their scientific judgement to be clouded by their personal 
beliefs. Religious belief entails blind acceptance of so many dogmatic 
'truths' that it negates any attempt at detached, rational, scientific 
analysis. In saying this, I do not wish to downplay the extremely impor­
tant sociological role that religion plays in providing comfort and iden­
tity in an often harsh and brutal world. But once we accept God without 
religion, we can ask ourselves the all·important questions with something 
approaching intellectual rigOllL The fact that we have lost the habit or 
the need to invoke the existence" oCGod should not prevent us from 
examining this possibility as a serious alternative to the interpretations 
of quantum theory discussed previously. It is, after all, no less metaphy­
sical or bizarre than some of the other possibilities we have considered 
so far. 
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Does God exist? 

There is a timelessness about this question. It has teased the intellects of 
philosophers for centuries and weaves its way through the entire history 
of philosophical thought. Even in periods where it may have been 
generally accepted to be a non-question, it has lurked in the shadows, 
biding its time. 

For many centuries philosophical speculation regarding the existence 
of God was so closely allied to theology as to be essentialfy indistin­
guishable from it. In the thirteenth century Thomas Aquinas helped 
to restore Aristotelian philosophy and science, an ancient learning 
that had been buried and all but forgotten during the 'Dark Ages'. 
BUI Aquinas was a scholar of (he Roman Catholic Church, and he 
took great pains to ensure that pagan and other heretical elements were 
carefully weeded out of Aristotle's philosophy. The Church elevated 
Aristotelianism to the exalted status of a religious dogma and so pro­
nounced on all matters not only of religious faith, but also of science. 
To contradict the accepted wisdom of the Church was to court disaster, 
as Galileo discovered on the 22 June 1633, when at the end of his trial 
for heresy he was forced to abjure the Copernican doctrine and was 
placed under house arrest. 

Against this background, a seventeenth century philosopher wishing 
to establish a new philosophical tradition had to tread warily. Rene 
Descartes had just completed his magnum opus, which he had called De 
mundo, when in November 1633 he received news of Galileo's trial and 
condemnation. Descartes was dismayed: the Copernican system formed 
the basis of his work, and it became clear t hat if he published it, it would 
not have the effect he had hoped. Instead, he chose to 'leak' bits of it out, 
hoping always to stay on the right side of the Church authorities. It is 
perhaps not surprising that when he published his Meditations, in which 
he offered three different proofs for the existence of God, he decided to 
dedicate this work to the Dean and Doctors of the Sacred Faculty of 
Theology of Paris. 

Descartes's aim was not to subvert the teachings of the Church, bill to 
demonstrate that the orthodox conclusions regarding the soul of man 
and the existence of Go<! could be reached using the power of reason. His 
intelltion was to bring something approaching mathema{ical rigour to 
bear on these philosophical questions. Having said that, it is apparent 
that Descartes's arguments fall somewhat short of the ideal which he 
had set for himself in his Discourse on method, published four years 
earlier. Nevertheless, his approach marked a distinct break with the 
past. 
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The o%logical proof 

Descartes advanced three proofs for the existence of God. Two are to 
be found in his 'Third meditation', but the one from which he seemed 
to derive most pleasure is found in his 'Fifth meditation'. This is the 
so-called ontological proof or ontological argument. 

Remember that Descartes had already established (with cerlainty) that 
he is a thinking being and that, therefore, he exists. As a thinking being, 
he recognizes that he is imperfect in many ways, but he can conceive of 
the idea of a supremely perfect being, possessing all possible perfections. 
Now it goes without saying that a being that is imperfect in any way is 
not a supremely perfect being. Descartes assumed that existence is a 
perfection, in the sense that a being that does not exist is imperfect. 
Therefore, he reasoned, it is self-contradictory to conceive of God as a 
supremely perfect being that does not exist and so lacks a perfection. 
Such a notion is as absurd as trying to conceive of a triangle that has only 
two angles. Thus, God must be conceived as a being who exists. Hence, 
God must exist. 

I f you were expecting some dramatic revelation from this argument, 
you will have probably been disappOinted. But then, we should remem­
ber the circumstances and influences under which Descartes deduced 
this proof. He could not have come up with any other answer because 
he believed God 10 exist. All he wanted to do was to establish this as a 
fundamental truth through pure reason. His greatest contribution to 
philosophy is not to be found in the answers he produced to philo­
sophical questions, but in the methods he used to arrive at them. 

The cosmological proof 

The methods used by Descartes were picked up by other philosophers of 
his time, although many did not always feel it necessary to indulge in the 
kind of systematic doubting that Descartes had thought to be important. 
Thus, the German philosopher Gottfried Wilhelm Leibniz was happy to 
accept as self-evident much of what Descartes had taken great pains to 
prove, and adapted and extended many other elements in Descartes's line 
of reasoning. For example, in developing his owo philosophical position, 
Leibniz was happy to accept the existence of the world also to be self­
evident, although its nature might not be. 

Like his predecessor, Leibniz also presented three proofs for the 
existence of God. Two of these are similar to two of Descartes's proofs. 
The third, which is usually known as the cosmological proof or the 
cosmological argument, was published in 1697 in Leihniz's essay On the 
ullimate origination of things. 

Leibniz's argument is based on the so-called prinCiple of sufficient 
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reason, which he interpreted to mean that if something exists, then there 
must be a good reason. Thus, the existence of the world and of the eter­
nal truths of mathematics and logic must have a reason. Something must 
have caused these things (0 come into existence. He claimed that there 
is within the world itself no sufficient reason for its own existence, As 
time elapses, the state of the world evolves according to certain physical 
laws of change. It could be argued, then, that the cause of the existence 
of the world at anyone moment is to be found in the existence of the 
world just a moment before. Leibniz rejected this argument:' ' ... 
however far you go back to earlier states, you will never find in those 
states a full ,eason why there should be any world ralher than none, and 
why it should be such as it is.' 

The world cannot jusl happen 10 exist, and whatever (or whoever) 
caused it to exist must also exist, since the principle of suffident reason 
demands that something cannot come from nothing: ex nihilo, nihilofit. 
Furthermore, the ultimate, or first, cause of the world must exist outside 
the world. Of course, this first cause is God. God is the only sufficient 
rcason for the existence of the world. The world exists, therefore it is 
necessary for God also to exis!. 

The cosmological proof has a long history, Plato used something akin 
to it in his discussion of God-as-creator in the Timaeus. It also has an 
entirely modern applicability. We now have good reason to believe that 
the world (which in its modern context we take to mean the universe) was 
formed about 15 billion years ago in the big bang space-time singularity, 
The subsequent expansion of space-time has produced the universe as we 
know it today, complete with galaxies, stars, planets and living creatures. 
Modern theories of physics and chemistry allow us to deduce the reasons 
for the existence of all these things (possibly including life} based on 
the earlier states of the universe, In other words, once the universe was 
off to a good start, the rest followed from fundamental physical and 
chemical laws, Scientists are generally disinclined to suggest that we need 
to call on God to explain the evolution of the post big bang universe. But 
the universe had a beginning; which implies that it must have had a first 
cause, Do we need to call on God to explain the big bang? Stephen 
Hawking writes:' 'An expanding universe does not preclude a creator, 
btl! it does place limits on when he might have carried out his job!' 

To be sure, there are a number of theories that suggest the big bang 
might not have been the beginning of the universe but only the beginning 
of the present phase of the universe. These theories invoke endless cycles 
each consisting of a big bang, expansion, contraction and collapse of the 
universe in a 'big crunch', followed by another bang and expansion, It 

t Leibniz. Goufried Wilhelm (191'3), Philosophical writings. J.M. Dent. Londof1. 
1 Hawking, Stephen W. (1988). A brief history o/rime. Bantam Press. London. 
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has even been suggested that the laws of physics might be redefined at 
the beginning of every cycle. However, this does not solve the problem. 
In fact, we come right back to Leibniz's argument about previous states 
of the world not providing sufficient reason for the existence of the cur­
rent state of the world. 

God or Nature 

Although Baruch Spinoza was a contemporary of Leibniz, his views con­
cerning God could not have been more different. The work of Spinoza 
represents a radical departure from the pseudo-religious conceptions of 
God advanced by both Descartes and Leibniz. A Dutch Jew of Portugese 
descent living in a largely Christian society, Spinoza was ostracized by 
both the Jewish and Christian communities as an atheist and a heretic_ 
This isolation suited his purposes well, since he wished to work quietly 
and independently. free of more 'earthly' distractions. It is not thaI 
Spinoza did not believe Ihere to be a God. but his reasoning led him to 
the conclusion that God is identical with nature rather than its external 
creator. 

SpinOla's argument is actually based on his ideas regarding t he nature 
of substance. He distinguished between substances that could exist 
independently of other things and those that could not. The former I 
substances provide in themselves snfficiem reasor! for their existence­
they are their own causes (causa SUi) -- and no two substances can possess 
the same essential attributes. He then defined God to be a substance 
with infinite aHribllles. Since different substances cannot possess the 
same set of attributes, it follows logically that if a substance with infinite 
attributes exists then this must be the only substance that can exiSI: 
'Whatever is, is in God: 

Spinoza's seventeenth century conception of God is qUIte consistent 
with twentieth century thinking. His is not the omniscient, omnipresent 
God of Judao-Christian tradition, who is frequently imagined to be an 
all-powerful being with many human-like attributes (such as mind and 
will). Rather, Spinoza's God is the embodiment of everything in nature. 
The argument is that when we look at the stars, Dr on the fragile earth 
and its inhabitants,< we are seeing the physical manifestations of the attri­
butes of God. God is not outside nature- he did not sIJape the funda­
mental physical Jaws by which the universe is governed - he is nature. 
Neither is he a free agent in the sense thaI he can exercise a freedom of 
will outside fundamental physical laws. He is free in the sense that he 
does not rely on an external substance Dr being for his existence (he is 
Causa sut). He is a deterministic God in that his actions are determined 
by his nature. 
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This is the kind of God with which most western sdentists would feel 
reasonably comfortable, if they had to accept that a God exists at all. The 
fact that modern physics has been so enormollsly successful in defining 
the character of physical law does not reduce the power of the argument 
in favour of the existence of Spinoza's God. Indeed. in his book God 
and the new physics, Paul Davies suggests that science 'offers a surer 
path to God (han religion'.' Although scientists tend not to refer in 
their papers to God as such, with the advent of modern cosmology and 
quantllm theory, some have argued that the need to invoke a 'substance 
with infinite attributes' is more compelling than ever. 

As mentioned earlier, Einstein's frequent references to God were 
references to Spinoza's God. In his studies, he was therefore concerned 
to discover more about 'God or Nature'. This does not mean to say that 
Einstein did not believe that there must be some kind of divine plan or 
order to the universe. This much is obvious from his adherence to strict 
causality and determinism and his later opposition to the Copenhagen 
interpretation. He expected to find reason in nature, nOI the apparent 
trusting to luck suggested by quantum indeterminism. 

A world without Gorl 

The triumphs of seventeenth century science clearly demonstrated that 
the Aristotelian dogma espoused by the Church was completely unten­
able. As the grip of the Church relaxed and public opinion became 
generally more liberal, so it became possible for a final parting of the 
ways between philosophy and theology. This transition was achieved 
by two giants of eighteenth century philosophy - David Hume and 
Immanuel Kant. 

Hume demolished both the ontological and cosmological proofs for 
the existence of God in his Dialogues concerning natural religion. That 
this work was still controversial is evidenced by the fact the Hume pre­
ferred to arrange for its publication after his death (it was published in 
1779). Some sense of Hume's situation can be gleaned from a quotation 
which appeared on the title page of his massive work A treatise of human 
nature, published in 1739: 'Seldom are men blessed with times in which 
thay may think what Ihey like, and say what they think." 

Most of Hume's arguments, which are made through the agency of a 
dialogue between three fictional characters, hinge around the contention 
that there is all inherent limit to what can be rationally claimed throt)gh 
metaphysical speculation and pure reason. He presents the case that the 

t Davies. Paul (l984), God and {he new physics. Penguin. London. 
l Hume. David {1%9}. A {realise of human nature. Penguin. London. 
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earlier conclusions regarding the existence of God made by Descartes 
and Leibniz and others simply do not stand up to close scrutiny. They 
fail because too many assumptions are made without justification. Why 
should existence be regarded as a perfection, as Descartes assumed? Why 
is it necessary for the world to have a cause, whereas God does not 
(indeed, cannot). Why not simply conclude that the world itself needs 
no cause, eliminating the need for God? Surely the wretched state of 
mankind is itself sufficient evidence that the benevolent God of Christian 
tradition cannot exist? 

Although Kant, coming a few years after Hume, did not entirely 
accept Hume', outright rejection of metaphysics, the die was effectively 
cast. Kant's Critique oj pure reason, published in 178 J, picked up more­
or-less where Hume left off. In this work, Ka!ll concluded that all 
metaphysical speculation about God, the soul and the natures of things 
cannot provide a path to knowledge. True knowledge can be gained only 
through experience and, since we appear to have no direct experience of 
God as a supreme being, we are not justified in claiming that he exists. 
However, unlike Hume, it was not Kant's intention to develop a purely 
empiricist philosophy, in which aHlhings that we cannot know through 
experience are rejected, We must think of certain things as existing in 
themselves even though we cannot know their precise natures from the 

• ways in which they appear to us. Otherwise, we would find ourselves con-' 
eluding that an object can have an appearance without existence, which 
Kant argued to be obviously absurd, 

Thus, Kant did not reject metaphysics per se, but redefined it and 
placed clear limits on the kind of knowledge to be gained through specu­
lative reasoning. There is still room for religion in Kant's philosophy, 
and he argues that there are compelling practical reasons why faith, as 
distinct from knowledge, is important; 'I must, therefore, abolish know­
ledge to make room for belief", meaning that belief in God and the 
soul of man is not founded on knowledge of these things gained through 
speCUlative reason, but requires an act of failh_ This does not have to be 
religious faith in the usual sense; it can be a very practical faith which 
is necessary to make the connection between things as they appear and 
the things-in-themselves of which we can have no direct experience. 

Like Hume, Kant also demolished the ontological and cosmological 
proofs for the existence of God, because Ihese arguments necessarily 
transcend experience. Thus, any attempt to prove the existence of God 
requires assumptions that go beyond our conscious experience and can­
not therefore be justified, Belief in the existence of God is not something 

t Kanl. Immanuel (19'34). Crifique of pure reason, (nans.J.M.D, Meikkjonn), J,M. Dent. 
London. 
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that can be justified by pure reason, but may be justified through faith. 
This does not make God unnecessary, but it does limit what we can know 
of him. 

The fundamental shift in the direction of philosophical thought which 
was initiated by Hume and Kant was continued and reinforced by 
philosophers in the nineteenth century. The divorce of philosophy from 
religion became permanent. Hume's outright rejection of metaphysical 
speculation as meaningless was eventually to provide one of the inspira­
tions for the Vienna Circle. Indeed, logical positivism represents the 
ultimate development of the kind of empiricism advocated by Hume. As 
we discussed in Section 3. I, the positivist philosophy is based on what 
we can say meaningfully abollt what we experience. With the positivists 
of the twentieth century, philosophy essentially became an analytical 
science. Wittgenstein once remarked that the sole remaining task for 
philosophy is the analysis of language. 

Quantum physics and metaphysics 

Despite the positivists' effons to eradicate metaphysics from philosophy, 
the old metaphysical questions escaped virtually unscathed. I find it 
rather fascinating to observe that although the possibility of the existence 
of God and the relationship between mind and body no longer form part 
of the staple diet of the modern philosopher of science, they have become 
increasingly relevant to discussions on modem quantum physics. Three 
centuries of gloriously successful physics have brought us right back to 
the kind of speculation that it took three centuries of philosophy to reject 
as meaningless. It may be that the return to metaphysics is really a grasp­
ing at straws - an attempt to provide a more 'acceptable' world view until 
such time as the further subtleties of nature can be revealed in laboratory 
experiments and this agonizing over interpretation thereby relieved. But 
we have no guarantee that these subtleties will be any less bizarre than 
quantum physics as it stands at present. 

And what of God? Does quantum theory provide any support for the 
idea that God is behind it all? This is, of course, a question that cannot 
be answered here, and I am sure that readers are not expecting me to try. 
Like all of the other possible interpretations of quantum theory dis­
cussed in this chapter, the God-hypothesis has many things to commend 
it, but we really have no means (at present) by which to reach a logical, 
rational preference for anyone interpretation over the others. If some 
readers draw comfort from the idea that either Spinoza's God or God in 
the more traditional religious sense presides over the apparent uncer­
tainty of the quantum world, then that is matter for their own personal 
faith. 
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We have now come to the end of our guided tour of the meaning of 
quantum theory; J hope you enjoyed it. ! have tried to be an impartial 
guide in the sense that I have tried not to argue from a particular 
position. In fact, I hope that r have argued for all the different posi­
tions described in this book with something approaching equal force. 
This has been necessary to capture the lively nature of a debate which has 
been going on for over 60 years. !t has been necessary, moreover, to get 
across the important message that quantum theory has more than one 
interpretation. 

It is usual at the end of a tour such as this one for the guide to be asked 
his opinion. 1 have read a number of book; written recently by physicists 
in which all the experimental evidence against the notion of local reality 
has been carefully weighed, but which then close with some kind of final I 

plea for an independent reality. I hope I have done enough in this book 
to demonstrate that, no matter where we start, we always return to the 
central philosophical arguments of the positivist versus the realist. The 
conflict between these philosophical positions formed the basis of 
the Bohr-Einstein debate. No matter what the state of experimental 
sdence, the connict between the positivists' conception of an empirical 
reality and the realists' conception of an independent reality can never 
be resolved. The experimental resulls described in Chapter 4 cannot 
shake the realists' deeply felt belief in an independent reality, although 
they certainly make it a more complicated reality than might at first 
have been thought necessary. Thus, any final plea for an independent 
reality is really an appeal to faith, in the sense that lhe realist must 
ultimately accept the logic of the positivists' argument but will still not 
be persuaded. 

To some extent, I myself am not deeply troubled by the prospect of 
a reality which is not independent of the observer or the measuring 
device. However, I do not share the uncompromizing views charac­
teristic of the positivist. J am convinced that the desire to relate their 
theories to elements of an independent reality is part of the psychological 
make-up of many scientists. They fee! it is necessary to try continually 
10 go beyond the symbols in a mathematical equation and attach a deeper 
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meaning to them. Without this continual attempt to penetrate to an 
underlying reality, science would be a sterile, passive and rather unemo­
tional activity. This it certainly is not. Like all acts of faith, the search' 
for an independent reality involves striving for a goal that can never be 
reached. This does !lot mean that the effort is any less worthwhile. On 
the contrary, it is through this process of striving for the unachievable 
that progress in science is made. 

With regard to quantum theory, my personal view is that we still do 
not yet know enough about the physical world to make a sound judge­
ment about its meaning. The positivist says that the theory is all there is, 
but the realist says: Look again. we do not yet have the whole story. As 
to where we might look. my recommendation is to watch time closely: 
we do not yet seem to have a good explanation of it. This is not to say 
that a better understanding of time will automatically solve all the con­
ceptual problems of quantum theory. Time, I suppose, win tell. 

! am reasonably certain of one thing. The unquestioning aceeptance 
of the Copenhagen interpretation of quantum theory has, in the last 
40 years or so, held back progress on the development of alternative 
theories. It has been very difficult for the voices raised against the 
orthodox interpretation to be heard. Remember that it was John 
Bell- an opponent of the dogmatic Copenhagen view - whose curiosity 
and determination led to Bell's theorem and ultimately to. new experi­
mental tests. Blind acceptance of the orthodox position cannot pro­
duce the challenges needed to push the theory eventually to its breaking 
poin!. And break it will, probably in a way no-one can predict to pro­
duce a theory no-one can imagine. The arguments about reality will 
undoubtedly persist, but at least we will have a better theory. 

I have tried to argue that quantum theory is a difficult subject for the 
modem undergraduate student of physical science because its inter­
pretation is so firmly rooled in philosophy. If, in arguing this case, I 
have only made the subject seem even more confusing, then I apologize. 
However, my most important message is a relatively simple one: quan­
tum theory is rife with conceptual problems and contradictions. If you 
find the theory difficult 10 understalld, this is the theory's fault -llot 
yours. 



Appendix A 
Planck's derivation of the radiation law 

Max Planck had struggled with the theory of black-body radiation for 
about six years before the end of the nineteenth century, In 1897, he used 
a model of simple, so-called Hertzian oscillators to calculate how p(v, T) 
should depend on the mean internal energy U of an individual oscillator. 
This is essentially a problem involving the interaction between a linear 
oscillator (with a certain mass and electric charge) and a monochromatic 
(single p) electric field, As discussed in Section I, J, it is not immediately 
clear just how these oscillators should be interpreted, However, with 
hindsight, we can see that the oscillators have many of the properties we 
would now associate with the atoms which constitute the material of a 
radiation cavity, 

Planck's methods can be found in many physics textbooks, and so we 
will start here with his result: 1 

p (v, T) (A. I) 

The Rayleigh-Jeans law can be obtained from this expression simply 
by setting U = k T, a step which can made by assuming a Maxwell­
Boltzmann distribution of energy among the oscillators, but a step which 
Planck himself did not take, 

Exploiting the analogy between radiation trapped in a cavity and a gas 
consisting of freely moving particles trapped in a container, Planck went 
on to determine the entropy associated with the Hertzian oscillators, For 
dosed systems with constant volume that can do no work of expansion 
or compression, the first law of thermodynamics can be written in dif­
ferential form as: 

dU= TdS (A,2) 

where S is the entropy. It follows that 

r.aSI --'-
~aU)v -r (A.3} 

where the subscript V indicates that the volume of the system is treated 
as a constanL This standard thermodynamic expression provides a con, 
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flection between the entropy of the oscillators and Planck's radia­
tion formula. From eqn (A.l) and the radiation formula, eqn(L3), we 
have 

(A.4) 

which can be rearranged to give an expression for III' in terms of 
U; 

(A.5) 

or 

~ = 3_ [In l/'] + !!..J - In !!..]. 
T hp hv hv 

(A.6) 

Hence, from eqn (A.3), 

d S = J -~ l- In [1 + U l - In UJ d U 
"" hv/ hv 

(A.7) 

where the integration is carried out for constant V. The result is: 

S = k [ (I + UJ In [I + UJ - U In !!..]. (l.4) 
hv lIv hv lIv 

This is easily verified by differentiating eqn (1.4) with respect to U. 
As discussed in Section 1.1, eqn (I A) is an expression for the entropy 
of an oscillator which is consistent with Planck's radiation formula 
and therefore consistent with experiment. What is needed now is some­
how to derive eqn (1.4) from the intrinsic properties of the oscillators 
themselves. 

In 1877, Boltzmann proposed Ihal a gas could be thought to consist 
of N distinguishable molecules. Each molecule was assigned a kinetic 
energy of 0, e, 2e, 3<, ... , Pc, where, is an arbitrary unit of energy 
and P is an integer. The state of the gas could be specified by its 'com­
plexion', i.e. by assigning each individual molecule a specific energy 
content (molecule I has energy ?c, molecllle'2 has energy 2e, etc). The 
energy distribution is determined by the numbers of molecules with 
given energies (4 molecules with energy c, 10 molecules with energy 
2e, etc). Thus, many complexions can have the same energy distribu­
tion. Boltzmann assumed that all complexions are equally likely, and 
calculated the most probable energy distribution W". He found that the 
entropy of the gas at ·equilibrium is directly related to In WN • ln fact, 
for an ensemble of N molecules, the entropy S" is given by 
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(A.8) 

although this is a result that Boltzmann himself nevet stated. 
In applying Boltzmann's ideas to the problem of black·body radiation, 

Planck had to assume that the total energy could be split up into P 
indistinguishable but independent elements. each with an energy E, which 
are distributed over N distinguishable radiation oscillators. The number 
of ways of doing this is given by 

(N - I + P)! 
W N = --.'~--.--

. (N-I)IPI 
(1\.9) 

For example, if we have 10 dispose of four energy elements over two 
oscillators (P = 4, N = 2), then according to eqn (A.9), WN = 5. These 
different distributions correspond to putting all four elements inw one 
oscillator and none in the other (4e, 0), three in one oscillator and one 
in the other (3£, f), (2£, 2£), (c, 3r) and (0, 4c). 

For all practical purposes, Nand P are very large numbers and so 
W" can be approximated as: 

(N + P)! w = -~--~--
N N' P! . (.'\.10) 

I 
Furthermore, the factorials of very large numbers can be approximated 
using Stirling'S formula, N! = (N/e)", giving 

(N + P)'!'+?! 
W - - .-'-".~~~. 

N- NNpP 

An expression for the total entropy of the N oscillators can then be found 
by combining eqns (A~8) and (A.II): 

S" = k [ (N + P) lo(N + P) - NlnN - PlnPj ~ (A.12) 

The total internal energy of the N oscillators is simply N times the mean 
internal energy of one oscillator, U. This same quantity (the total energy) 
is also given by the number of energy elements, P, multiplied by the size 
of each energy element e, i.e. NU = Pr:, and so 

p=NU. 
£ 

Inserting this expression for Pinto eqn (A.12) gives 

[ [ 
U' r U" U UJ 

SN = kN I + cj In II + cj - c In c 

(A.13) 

(A.14) 

(note that all terms in 1nN which appear in the resulting expression 
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cancel). Thus, the entropy of an individual oscillator (S = S,v/N) IS 

given by: 

(1.5) 

which is the result quoted in Section 1.1. To obtain eqn (1.4) from 
eqn (1.5), it was necessary for Planck to assume that the energy elements 
are given by f = hy. Thus, the radiation energy is not exchanged between 
the oscillators and the electromagnetic field continuously, but rather in 
discrete packets which Planck later called quanta. 
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Bell's inequality for non-ideal cases 

;'.:;0.-' 
,".' .> 

The generalization of Bell's inequality requires that we consider experi­
ments involving four ·different orientations of the two polarization 
analysers. We denote these orientations as a, b, c and d. We suppose that 
the results of measurements made on photon A and photon B are deter­
mined by some local hidden variable (or variables) denoted A. The A 
values are distributed among the photons according to a distribution 
functlOn ptA), which is essentially the ratio of the number of photons 
with the value A. N" divided by the total number of photons. We 
assume that this function is suitably normalized, so that J p(A)dA = I. 

The average or expectation values of the results of measurements 
made on individual photons depend on the particular orientation of 
the polarization analyser and the A value, We denote the expectation I 

value for photon A entering PAl set up with orientation a as A (a, A). 
Similarly. the expectation value for photon B emering PA, set up with 
orientation b is B(b, "j. The possible result of each measurement is ± I, 
corresponding to detection in the vertical or horizontal channels respec­
tively. It must then follow that the absolute values of the expectation 
values cannot exceed unily, i.e. 

I A (a, A) I ,.;; I, I B(b. A) I ,;;; l. (B I) 

We assume that the individual results for A depend on a and on A, but 
are independent of b and vice versa (Einstein separability). 

The expectation value for the joint measurement of A and B, 
£(a. b, Aj is given by the product A (11, A)B (b, A). We can eliminate A 
from this expression by averaging the results over many photon pairs 
(emphasizing the statistical nature of the hidden variable approach), or 
by integrating over all A: 

E(a,b) = JA(a.A)B(b,A)P(JI)dA. (B.2) 

This follows if we assume that we can perform measurements on a suffi­
ciently large number of photon pairs so that all possible values of A are 
sampled. Much the same kind of reasoning can be used to show that 
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E(a, bJ - E(a, d) = JI A (a, A)B(b, A) - A (a, A)B(d, A) 1p(A)dA 

=JA(a.A}[B(b,A) -B(d,A)1p(A)dA (B.3) 

and so, S!!lee I A (a,A) I ,,:; I, 

1 E(a, bJ - E(a, d) 1 ,,:; f 1 B(b, A) - B(d, A) I p(A)dA. (BA) 

Similarly, 

IE(c,b) +E(e,d)1 ,,:;JIB(b,A) +B(d,A)lp(A)dA. (B.5) 

Combining eqns (8.4) and (8.5) gives 

1 E(a, b) - E(a, d) I + IE(c, bJ + E(c, d) I (B.6) 

';;;([18(b,A) -B(d,>')1 + IB(b,>')+B(d,A)I]p(>')dA. 

From (B. I), it is apparent that 18(b, A) - B(d, A) I + 18(b, A) + 
S(d, A) 1 must be less than or equal to 2. Thus, 

IE(a,b) -E(a,d)1 + IE(c,b) +E(c,d)1 ';;;2!p(A)dA (B.7) 

and, since by definition I p(A)dA = I, 

IE(a,b) --E(a,d)1 + IE{c,b) +E(e,d)1 ";;2. (4.37) 

Note that nowhere in this derivation have we needed to assume that 
we will obtain perfect correlation between the measured results for 
any combination of the analyser orientations. Equation (4.37) is there­
fore valid for non-ideal cases in which limitations in the experimental 
apparatus prevent the observation of perfect correlation. 
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